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Programme Specific Outcomes

PSO 1 : To Analyse human behavior on the basis of scientific enquiry and critical thinking

PSO 2: To Understand the psychological processes behind adaptive and maladaptive human

behavior.

PSO 3: To Demonstrate moral and ethical responsibility with respect to social diversity

PSO 4: To Understand human behavior in social,clinical and organizational setting through

experimental and fieldstudy.

PSO 5: To Apply basic skills in psychological testing,experimentation,counselling

communication,data analysis and report writing.



SCHEME & COURSE STRUCTURE AND SYLLABUS

FIRST DEGREE PROGRAMME IN PSYCHOLOGY

FOR 2020 ADMISSIONS ONWARDS

COURSES SEMESTER | SEMESTER | SEMESTER | SEMESTER | SEMESTER | SEMESTER TOTAL
I I Il v V A\
Hours | Credits | Hours | Credits | Hours | Credits | Hours | Credits | Hours | Credits | Hours | Credits | Hours | Credits
LP C LP Cc LP C LP Cc LP C LP Cc LP Cc
Language English 5 4 5 4 5- 4 5 4 -
4- 3 24- 19
Additional language 4- 3 4- 3 5- 4 5 4 18- 14
Foundation courses 4- 2 - - 4- 3 - 8- 5
Core courses 6 4 6 4 5- 4 4- 3 3 4 5 4 44 20 52
5 4 3 3 4 4
3 4 4 4 64
5 3 6 4
5 3
Complementar | | 3 2 3 3 3 3 3 3 12 11
y courses
I 3 2 3 3 3 3 3 3 12 11
Open - 3- 2 3 2 6 4
Project 3- 3 4 6 4
Total 25 17 25 20 25 21 25 21 25 19 25 22 150 120




Core Courses — Psychology (14 Courses)

Complementary | — Physiology (4 Courses)

Complementary Il — psychological statistics (4 courses)

Semester Course code Course title Credits | Weekly
Hours

ENIII Language course I- English | 4 5
*1111 Language Course Il — Additional 3 4

Language |
EN1121 Foundation Course | 2 4

| Core Course I-

PG1141 Foundations and Methods of 4 6

Psychology
Z01131 Complementary Course I- Brain and 2 3

Behavior
ST1131 Complementary Course I1- 2 3
Statistical Methods for Psychology —I

Total 7 25
EN1211 Language Course I11- English 11 4 5
EN1212 Language Course IV- English Il 3 4




*1211 Language Course V- Additional 3 4
Language I
| PG1241 Core Course 1l- Psychological Process 4 6
]
701231 Complementary Course Il1- 3 3
Sensory Physiology
ST231 Complementary Course V- 3 3
Statistical Methods for Psychology —II
Total 20 25
EN1311 Language course VI- English IV 4 5
*1311 Language CourseVII — Additional
Language 111 4 c
PG1321 Foundation Course Il — Informatics 3 4
Core Course Il1-
PG1341 Psychology and Assessment of 4 5
Individual differences
i Z01331 Complementary Course V — Physiology 3 3
of Motivation
ST1331 Complementary Course VI- 3 3

Statistical Methods for Psychology -111




Total 21 25
EN1411 Language Course VIII- English V 4 5

*1411 Language Course 1X- Additional

Language IV
JHad 4 5
PG1441 Core Course IV- Social Behaviour 3 4
v
PG1442 Core Course V- Experimental 4 5
Psychology — I Practical
701431 Complementary Course VII- 3 3
Physiology of Emotion and Cognition
ST1431 Complementary Course VIII- 3 3
Statistical Methods for Psychology -1V
Total 21 25
PG1541 Core Course VI- Social Psychological 4 3
Processes
\
PG1542 Core Course VII-Individual in 3 3
Organization

PG1543 Core Course VIII-Counselling 4 3

Psychology




PG1544 Core Course IX-Experimental 3 5
Psychology —Il-practical
PG1545 Core Course X- 3 5
Psychological Assessment |
**1551 Open Course 2 3
Project 3
Total 19 25
PG1641 Core Course XI-
Psychological Assessment I1- 4 5
Practicals
Vi PG1642 Core Course XlI-Developmental 4 4
Psychology
PG1643 Coe Course XIl1- Organizational 4 4
Behaviour
PG1644 Core Course XIV 4 6
Abnormal Psychology
PG1661 Elective Course 2 3
PG1646 Project 4 3
Total 22 25

*Letter codes are given according to choice of Additional language

**|_etter codes are given according to the choice of open course
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SYLLABIUS OF COMPLEMENTARY COURSE IN PSYCHOLOGY FOR OTHER CORE
PROGRAMMES

1. Complementary courses for BCom Tourism and Travel Manegement

Semester Course Code Course Title Credits Weekly Hours
| PG 1131.1 Social 4 4
Psychology
Communication
I PG 1231.1 and 4 4
Interpersonal
skills
I PG 1331.1 Personality 4 4
Development
v pG 14311 | Ordanisational 4 4
Behaviour

Total 16 16

2. Complementary Courses for B.A English and B.A Philosophy - General Psychology.

Semester Course code Course Title Credits Weekly Hours
I PG. 1131 Foundations of 2 3
Psychology
I PG. 1231 Basic 2 3
Psychological
Processes
i PG. 1331 Cognitive 2 3
Processes
v PG. 1431 Psychology of 2 3
Individual
Differences

Total 8 12




Scheme of Evaluation

Theory Papers

Assessment

Marks

External

80

Division of Marks in Question Paper-External

No.of Marks for
Section Total no. of questions | questions to be . Total
each question
attempted
I 5 5 1 5
A
I 5 5 1 5
B i 12 8 2 16
C v 9 6 4 24
D V 4 2 15 30
Maximum 80
Assessment Marks
Internal 20
Division of Marks — Internal
Component Marks
Attendance S
Record submission 5
Test paper 10
Maximum 20




Practical paper

Assessment Marks
External 80
Division of Marks- External
Component Marks
Introduction,Aim,Procedure, Table 16
Administration 16
Result and Discussion 16
Record 16
Viva 16
Maximum 80
Assessment Marks
Internal 20
Division of marks-Internal
Component Marks
Attendance 5
Record submission 5
Test paper 10
Maximum 20
Project
Assessment Marks
External 80
Division of Marks-External
Components Marks
Project 40
Viva 40
Maximum 80
Assessment Marks
20
By Supervising teacher based on
Internal . L .
commitment,punctuality,involvement,quality
of work etc of the student

10




Semester |: Core Course | Total Hours:108
(Credits 4, Weekly Hours 6)
PG 1141 FOUNDATIONS AND METHODS OF PSYCHOLOGY

Course Outcomes

CSO 1: Discuss the origins of psychology and its development as a scientific field

CSO 2: Identify the various steps involved in a scientific investigation

CSO 3: Explain basic psychological processes of sensation, attention, perception and consciousness
CSO0 4: Use scientific methods of Psychology to explain human behaviour

CSO 5: Critique unscientific claims of human behaviour and provide scientific explanations

Note for instructors: At the completion of the first three core courses, a clear understanding of all major concepts
and terms in basic psychology is to be developed in the student. Rather than working on various theories and
controversies in psychology at the First Degree level, learning and teaching need to concentrate on making the
student comprehend basic psychological concepts. Conceptual clarity needs to be stressed upon more than
theoretical elaborations at this level. In the first three courses discuss examples of classic studies in psychology to
understand the nature of psychological research, the process of knowledge building and the method of research.

Module 1: Introduction to modern psychology 36 Hours

Origins of psychology -Philosophical origin, Early Indian thoughts (the three Gunas, yoga and mind control,
Ayurvedic concepts), Greek thoughts (Major ideas of Descartes, Locke), Biological origins (Darwin, Genetics)

Brief history of modern scientific psychology: Structuralism, Functionalism, Behaviourism,
Gestalt psychology, Piaget, Psychoanalysis, Humanistic approach, Cognitive approach.

Definition, Goals of psychology, Psychology as a science - Scientific method, Steps in a scientific investigation,
Critical thinking.

Pseudo-psychology - Palmistry, Astrology, Graphology, Ouija board, Mentalism. Psychological explanations
(Uncritical acceptance, Positive instances, Barnum Effect)

Different areas (branches) of Psychology — Clinical, Cognitive, Developmental, Forensic, Sports, Health,
Educational, Social, Neuropsychology.
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Module 2: Methods of psychology 18 Hours
Naturalistic observation, Case study, Survey, Interview,
Introspection, Correlational methods.

Experimental method: Characteristics of experimental method: Variables (Independent Variable, Dependent
Variable, Extraneous Variable), Lab and field experiments.

Data collection in psychology: Tests, interview, rating scales, questionnaires

Ethics in psychological research- deception, invasion of privacy, lasting harm

Module 3: Sensation, Attention and Perception 36 Hours
Sensation — Absolute threshold, Difference threshold, JND, Psychophysics and psychophysical
methods.

Attention — Factors affecting attention: subjective and objective, Span of attention, Division

of attention and Distraction of attention.

Perception — Perceptual organization: Gestalt principles, Perceptual defence, Subliminal perception,
Depth perception- Monocular and binocular cues, Perceptual constancies, Illusions of size,

shape and movement, Extra sensory perception.

Module 4: Consciousness 18 Hours
Waking states: controlled and automatic processing, self-awareness

Circadian rhythm

Changes in consciousness — Sleep, Dreams

Altered states- Hypnosis- facts and myths, hypnotic susceptibility, Meditation, Drug-altered consciousness.

Books for Study:

Baron, R. A. & Misra, G. (2016) Psychology (5" ed). Pearson India Educational Services Pvt Ltd

Coon, D. & Mitterer, J.O. (2007). Introduction to psychology: Gateways to mind and behavior, (11th ed.). (Indian
Edition). New Delhi: Thomson Wadsworth.

Weiten, W. (2008). Psychology: Themes and variations, 7th ed. New York: Brooks/Cole Publishing Co.

Smith, B.D. (1998). PSYCHOLOGY Science and understanding. New York: Mc Graw Hill.
12



Anastasi, A., & Urbina, S. (1997). Psychological testing. USA: Prentice Hall.

Additional Reading L.ist:

Baron, R.A. (2004). Psychology, (5th ed.). New Delhi: Pearson Education. Bootzin, R., & Bower, G. H. (1991).
Psychology today- An Introduction, (7th ed.). New York: McGraw Hill Inc.

Gross, R. D. (1990). Key studies in psychology. London: Hodder & Stoughton.
Kuppuswamy, B. (1990). Elements of ancient Indian psychology, 3rd Ed. New Delhi: Konark Publishers Pvt. Ltd
Mishra, B. K. (2008). Psychology: The study of human behaviour. New Delhi: Prentice Hall.

Morgan, C.T., King, R.A., Weisz, J.R., & Schopler, J. (1993). Introduction to psychology, (7th ed.). New Delhi:
Tata McGraw Hill.
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Semester I1: Core Course |11 Total Hours: 108
(Credits 4, Weekly Hours 6)

PG 1241 PSYCHOLOGICAL PROCESSES
Course Outcomes:
CSO 1: Describe key concepts, principles, and theories in Psychology
CSO 2: Interpret human behaviour in a scientific way

CSO 3: Use the basic concepts of psychological processes for self-awareness, self enhancement, and managing
emotions.

Module 1: Learning 24 Hours
Definition.
Classicalconditioning: Elements,principles, higher order conditioning, generalization, discrimination.

Operant conditioning: Law of effect, reinforcement, punishment, shaping, chaining,
stimulus control. Schedules of reinforcement — continuous and partial; fixed and variable,
interval and ratio.

Social and cognitive learning: Observational learning - Process, principles and examples.
Insight learning, Latent learning - cognitive map,.

Module 2: Memory 24 Hours

Definition
Encoding, storage and retrieval processes.

Sensory, short term and long term memories.
STM as Working memory.
Rehearsing information. Levels of processing.

Procedural memory. Declarative memory: Semantic and episodic.
Measuring memory: Recall, recognition, relearning. Explicit and implicit memories.

Forgetting: Curve of forgetting. Types of forgetting. Strategies for improving memory.
Mnemonics.

Module 3: Cognitive processes 24 Hours

Cognition
Components of thought: Images Concepts Language.
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Mental Imagery, Types of concepts, Prototypes, Structure of language

Reasoning: deductive and inductive.

Problem solving - Steps. Strategies: algorithms, heuristics, means-end analysis, backward search.
Insightful solutions. Barriers to effective problem solving.

Creativity - Features of creative thinking. Convergent and divergent thinking. Stages of creative thought.
Creativity tests. Brainstorming.

Module 4: Motivation 18 Hours
Motivation-motivational cycle-Need, drive, goal

Extrinsic and intrinsic motivation.

Primary and secondary motives.

Motivation of hunger and eating, Sexual motivation. Stimulus drives.

Levels of arousal. Yerke’s-Dodson law.

Learned motives: affiliation, achievement and power motive.

Hierarchy of motives.

Module 5: Emotion 18 Hours
Definitions of emotion.

Elements of emotional experience.

Physiological correlates of emotion.

Theories of emotion (briefly): James-Lange theory, Cannon-Bard theory, Schachter-Singer theory.
Emotional intelligence.

Activity to be done

Apply any learning theory to bring about a specific behaviour change

Books for Study

Coon, D. & Mitterer, J.O. (2007). Introduction to psychology: Gateways to mind and

behavior, (11th ed.). New Delhi: Thomson Wadsworth.

Weiten, W. (2008). Psychology: Themes and variations, 7th ed. New York: Brooks/Cole
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Publishing Co.

Smith, B.D. (1998). PSYCHOLOGY : Science and Understanding. New York: Mc Graw Hill.
Additional Reading List:

Baron, R.A. (2004). Psychology, (5th ed.). New Delhi: Pearson Education.

Bootzin, R., & Bower,G.H. (1991). Psychology today-An Introduction, (7th ed.). New York:
McGraw Hill Inc.

McBurney, D. H. (2001). Research methods. London: Thomson Wadsworth Publishing Co.
Mishra, B. K. (2008). Psychology: The study of human behaviour. New Delhi: Prentice Hall.
Flick, U. (2006). An introduction to qualitative research. New Delhi: Sage Publications.
Lefrancois, G.R. (2000). Theories of human learning, (4th ed.). London: Wadsworth.
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Semester I11: Foundation Course 11 Total Hours :72

(Credits 3,Weekly Hours 4)

PG 1321 INFORMATICS
Course Outcomes
CSO 1. Identify the basic informatics skills relevant to the emerging knowledge in society
CSO 2. Identify the application of academic services software
CSO 3. Describe the issues related with cyber crime
CSO 4. Explain the effect of cyber addiction

CSO 5. Demonstrate the application of different digital psychological assessment

Module 1: Overview of Information Technology 20 Hours

Basics of computer networks & Internet, wireless technology, cellular wireless networks, introduction to mobile
phone technology. Overview of Operating Systems, Basic concepts of IPR, copyrights and patents, plagiarism,
introduction to use of IT in teaching and learning, academic services INFLIBNET, NICNET, BRNET ,Elsevier,

Module 2: Social Informatics 20 Hours

IT & Society- issues and concerns- digital divide, IT & development, the free software movement, IT industry:
new opportunities and new threats, software piracy, cyber ethics, cybercrime, cyber threats, cyber security, privacy
issues, cyber laws. Cyber addictions and its impact on physical and mental health. Guidelines for proper usage of
computers, Internet and mobile phones. E-wastes and green computing.

Module 3: IT Applications in Different Fields 16 Hours

E-Governance applications at national and state level, overview of IT application in medicine, healthcare, business,
commerce, industry, defense, law, crime detection, publishing, communication, resource management, weather
forecasting, education, film and media, IT in service of disabled. Artificial Intelligence, Virtual Reality, Bio-
Computing.
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Module 4: IT Applications in the field of Psychology 16 Hours

Important academic websites in psychology: website of APA, Amoeba Web, APS, behavior.net, Psych Web.
Psychological assessment through digital form — Testing, Experimentation, Intervention, Data entry and data
coding with statistical Packages (SPSS,R-programming )

Activity based assignment:
* Collect and differentiate the contents of different educational software
* Conduct some psychological assessment in digital form.

* Conduct different statistical analyses through statistical packages

References:

Alexis & Mathews Leon, Fundamentals of Information Technology, Leon Education, Barbara Wilson, Information
Technology: The Basics, Thomson learning

Evans, A., ITL ESL, Lamport, L.,Etter, D., Laudon, K. C., Rogers, G. & Handel, R. Informatics-Technology in
Action. Pearson

Greg Perry, SAMS Teach Yourself Open Office.org, SAMS,

John Ray, 10 Minute Guide to Linux, PHI, ISBN 81-203-1549-9 Ramesh Bangia, Learning Computer
Fundamentals, Khanna Book Publishers

Leon, A.& Leon, M. Computers Today, Leon Vikas.

Peter Norton, Introduction to Computers, 6e,(Indian Adapted Edition), V. Rajaraman, Introduction to Information
Technology, Prentice Hall

Vikas George Beekman, Eugene Rathswohl, Computer Confluence, Pearson
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Semester 111: Core Course 11 Total Hours: 90

(Credits 4, Weekly Hours 5)
PG 1341 Psychology and Assessment of Individual Differences

Course Outcomes:

CSO 1: Identify basic concepts of individual differences

CSO02: Explain the systems and processes of intelligence and personality
CSO0a3: Illustrate measurement of intelligence and personality.

CSO04: Critique the theories of intelligence and personality

CSO5: Describe levels of measurement, reliability and validity in psychological testing.

Module 1: Individual differences 12 Hours

Role of heredity and environment, Differences in interests, attitudes, aptitudes, values, level of aspiration, self
concept, habits and psychomotor skills.

Module I1: Intelligence and 1Q testing 26 Hours

Definition. Determiners of intelligence, Brief descriptions of the approaches of Piaget (intelligence as a process),
Spearman, Thurstone, Cattell, Sternberg. Multiple intelligences. Concept of 1Q. Evolution of intelligence testing:
Stanford-Binet, Wechsler scales. Individual and group test, verbal and non verbal test, Culture fair tests.

Module I11: Personality 26 Hours

Definitions of Personality, Traits and types, Theories of personality: psychoanalytic theory-structure of
personality, dynamics of personality, and personality development. Psychodynamic theories: Carl Jung, Alfred
Adler, Karen Horney. Trait theories: Allport, Cattell, Eysenck Personality Assessment: Interview, Questionnaire,

Projective tests-Rorschach inkblot test, Thematic Apperception Test.
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Module IV: Psychometry 14 hours

Measurement, levels of measurement: nominal, ordinal, interval and ratio. Reliability (Test-retest, Alternative
form, Split half). Validity (Content validity, Face validity, Criterion validity). Ethical issues in Psychological

testing
Module V: Research in Psychology 12 Hours

Qualitative and Quantitative research, Steps in Psychological research: Research Proposal, Structure of the

research report, Ethics in Psychological research.
References:

Coon, D. & Mitterer, J. O. (2007). Introduction to psychology: Gateways to mind and
behavior, (11th ed.). New Delhi: Thomson Wadsworth.
Baron, R. A., & Misra, G. (2018). Psychology (5™ ed). Noida: Pearson India Education Services.
Weiten, W. (2008). Psychology: Themes and variations, (7th ed.). New York: Brooks/Cole
Publishing Co.

Smith, B.D. (1998). PSYCHOLOGY Science and understanding. New York: Mc Graw Hill.
Anastasi, A., & Urbina, S. (1997). Psychological testing. USA: Prentice Hall.

Singh, A. K. (2015). Tests, Measurement and Research Methods in Behavioural Sciences. New Delhi: Bharathi

Bhavan Pub.

McBurney, D. H. (2001). Research methods. London: Thomson Wadsworth Publishing Co.

Kuppuswamy, B. (1990). Elements of ancient Indian psychology, (3rd ed.). New Delhi:
Konark Publishers Pvt. Ltd.

Mishra, B. K. (2008). Psychology: The study of human behaviour. New Delhi: Prentice Hall
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of India.
Friedman, H. S., and Schustack, M.W. (2003). Personality: Classic theories and modern
research, (2nd Ed.). New Delhi: Pearson Education.

Gross, R.D. (1990). Key studies in psychology. London: Hodder & Stoughton.
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Semester 1V : Core Course IV Total Hours :72

(Credits 3, Weekly Hours 4)
PG 1441 SOCIAL BEHAVIOUR
Course Outcome
e (SO01 : Discuss the journey of ‘emerging discipline’ of social psychology
e (CSO02 : Identify the landmarks of social psychology
e (CSO03: Discuss the close line among social psychology and related disciplines
e (CS04: Explain the psychological aspects of social perception, cognition, attitudes

and prejudice

e (CS05 : Discuss self and its relation with the social identity

Module 1 : Introduction 10 Hours
Definition of Social Psychology. Focus of social psychology, Land marks in the history of social
psychology , Social Psychology and other related disciplines. Methods of social psychology
(briefly)

Module 2 : Social Perception 13 Hours

Communication : Skills for effective communication, Speaking effectively, Effective
listening. Non-verbal communication : Facial expressions, gazes, stares. Body language,
touching, Micro expressions, cognitive factors.

AttibutionTheroeis : Correspondent inference, Kelley’s theory, Attribution errors.
Applications in understanding depression and prejudice.

Impression formation/ impression management — tactics

Module 3 : Social Cognition 13 Hours
Schemas Self fulfilling prophecy (illustrations in Indian setting). Heuristics. Priming.
Automatic processing. Potential sources of error in social cognition: automatic vigilance,
optimistic bias, counterfactual thinking, magical thinking, illusory correlation. Affect in

social cognition: How thoughts shape feelings and feelings shape cognition. Combating
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errors in social cognition.

Module 4 : Attitudes 12 Hours
Definition, nature, components, functions. Attitude formation. Attitude and behavior
(briefly) laPiere’s study. Attitude measurement — Likert, Thurstone, Bogardus, Osgood.

Persuasion : Resistance to persuasion (briefly), Cognitive Dissonance

Module 5 : Prejudice 12 Hours
Nature, Prejudice and discrimination. Why prejudice persists? Discrimination —

Explicit and implicit. Stereotypes. Role of media in maintaining stereotypes and prejudice.
Origins of prejudice. Role of prejudice in communal issues. (Illustrations and analyses of
Indian/Kerala cases)

Techniques of countering the effects of prejudice.

Prejudice based on gender: its nature and effects. Hostile and benevolent sexism in

Indian society. Domestic violence and its prevention

Module 6 : Self and Social Identity 12 Hours
Components of self- self concept, subjective, objective and symbolic self awareness — Cultural
influences on the self — Self Efficacy —

Components of social identity : Gender, religion, caste.

Gender identity, gender stereotypes, transgender issues.

Activity based assignments:
e Observe social behaviour in various settings viz. public places, social
gatherings, institutions etc and submit report.
e Discuss various social phenomena of the psychological nature in the class
room, with special relevance to the contemporary Kerala Society.
e Analyse contemporary articles and newspapers of
relevance. If is desirable to conduct a study tour and

submit report.
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Reference

Baron, R.A., and Byrne. D (2006). Social Psychology, 10th ed. New Delhi.

Pearson Education.

Baron, R.A., and Byrne. D (2002). Social Psychology, 7th ed. New Delhi. Pearson
Education. Myers, D.G. (1990). Social Psychology, 3rd ed. New York : McGraw Hill Inc.

Kakar. S (1996). The colors of Violence: Cultural Identities, Religion and Conflict.
New Delhi: University of Chicago Press

Crisp, R J and Rhiannon N, Turner, Essential Social Psychology, Sage Publications.
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Semester 1V : Core Course V Total Hours: 90
(Credits 4, Weekly Hours 5)
PG 1442 EXPERIMENTAL PSYCHOLOGY -1-PRACTICALS

Course Outcomes

CSO 1: To extend and clarify the knowledge in Psychology

CSO 2: To scientifically instantiate the experimental knowledge in Psychology
CSO 3: To infer the theoretical concepts through experiments

CSO 4: To execute and to scientifically report the experiments

CSO 5: To design a psychological experiment

CSO 6: To carryout psychological experiments

A minimum of 8 experiments out of the following should be compulsorily administered by each student.
Attention : Span, division, distraction, set

Visual acuity, snallen chart

Localization of sound

Memory : Span of memory

Sensation and Perception : Depth perception, Colour blindness

Illusions : Horizontal-Vertical, Muller-Lyer
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Reaction time: simple, choice

Learning : massed vs. spaced, rote vs meaningful, trial and error, maze, rational learning

Transfer : Bilateral, Habit Interference

Mathews IAS rating scale

Each student is required to conduct a minimum of 8 experiments and submit the record of experiments for

evaluation in the end of the semester (Demonstration experiments need not be reported).

A few suitable experiments are to be conducted by using simple design like before-after, 2 group experimental

control and correlational designs in order to familiarize the students with the concept of designs.

For internal evaluation purpose, activity based assignments that help the students learn from real life situations can
be used. (Eg. Assignment on the systematic observation of child behaviours/some social behaviour). In such a

case, report/ presentation of the same can be evaluated. It is desirable to conduct study tour and submit report.

References

1. Rajamanickam. M. (2005). Experimental Psychology with Advanced Experiments. New Delhi. Concept
Publishing Company.

2. Woodworth. R.S & Schlosberg .H (1965) Experimental Biology . New York Methen and Co. Ltd.

3. Postman.L & Fagan. J.P (1949). Experimental Psychology. An Introduction. New York, Harper and Brother

Publishers.
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Semester V : Core Course VI Total Hours:54

(Credits 4, Weekly Hours 3)
PG 1541 SOCIAL PSYCHOLOGICAL PROCESSES

Course Outcomes

CS01 : Explain social behavior in the social setting

CS02 : Elucidate the types of group and individual behavior in groups
CS03 : Define social facilitation and the factors related to the same

CSO04 : Describe behavior in terms of crowd behavior and characteristics
CS05 : Explain the psychological aspect of various social issues in the society and nation.
Module 1: Social influence 10 Hours

Conformity, Asch’s experiment. Factors affecting conformity. Norms Compliance:

underlying principles and tactics. Cialdini’s work. Obedience. Milgram’s experiment.

Module 2 : Groups 11 Hours
Groups : Nature and functions. Social facilitation, social loafing. Decision making in groups.
Group think.

Crowd : Definition and Characteristics, Classical theory of crowd behavior, Convergence of
crowd behavior, Mob.

Module 3 : Pro-social Behaviour 11 Hours
Responding to emergency. Steps. Classic studies and experiments. The helpers and those who
receive help (briefly). Explaining prosocial behavior: Empathy altruism model, negative stage
relief model, empathic joy hypothesis, genetic determinism.

Module 4 : Aggression 11 Hours
Theoretical perspectives. Determinants of aggression (social, personal, situational)

Media violence and its effects. Ragging : causes and consequence. Prevention and control of aggression.
Module 5 : Environmental and Social issues 11 Hours

The urban environment and social behavior. The concept of personal space. Nature

and effects of crowding, Impact of social media on society, environmental stress.

Psychological aspects of poverty in India: Causes and consequences.
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Activity based assignments:
e Analyze popular films and TV programs to find out the representation of women, children
minorities, disadvantaged group etc. Discuss the cultural psychological meaning of these

representations. Discuss how media reflect and influence social norms.

e Anlayse group mind and group think
e Discuss various social phenomena of the psychological nature in the class room, with
special relevance to the contemporary Kerala Society.

e Analyze contemporary articles and newspapers of relevance. It is desirable to conduct study

Reference

e Baron, R.A., and Byrne. D (2006). Social Psychology, 10th ed. New Delhi. Pearson
Education.

e Baron, R.A., and Byrne. D (2002). Social Psychology, 7th ed. New Delhi. Pearson Education.
Myers, D.G. (1990). Social Psychology, 3rd ed. New York : McGraw Hill Inc.

e Kakar. S (1996). The colors of Violence: Cultural Identities, Religion and Conflict. New
Delhi: University of Chicago Press

e Crisp, R J and Rhiannon N, Turner, Essential Social Psychology, Sage Publications
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Semester V; Core Course VII Total Hours:54
(Credits 3, Weekly Hours 3)
PG 1542 Individual in organization

Course Outcomes
CSO1: Explain the basic concepts of Organizational Behaviour

CSO02: Use the knowledge of individual differences of personality, motivation and attitude for effective
organizational behavior

CSO03: Implementation of techniques to enhance the individual potentials.

Module 1: Organization and organizational behaviour 10 Hours
Concept of organizational behavior, history of OB, Disciplines that contribute to the OB field,
Challenges and opportunities for OB

Organizational Structure: Common Organizational Designs — Simple structure, Bureaucracy,
Matrix Structure. New Design Options — Virtual Organization, Boundaryless Organization, Leaner
Organization

Module 2: Individual Personality at work
13Hours
Personality- The Myers-Briggs Type Indicator, The Big Five Personality Model, Other

Personality Traits Relevant to OB. Personality — job fit .

Creativity in organization

Module 3 Motivation and Attitude at Work 20 Hours
Motivation- Theoretical Aspects of Employee Motivation. Self Determination Theory, Goal
Setting Theory, MBO, Self Efficacy Theory, Reinforcement Theory, Equity Theory. Application
- The Job Characteristics Model, Job Rotation, Job Enrichment, Job Sharing, Telecommuting,
Employee Involvement Programme -Participative Management.

Attitude- Job Satisfaction- Causes Job Satisfaction, Impact of Job Satisfaction. Organizational
commitment ,Organizational citizen ship behavior.

Module 4: Human Resource Development 11Hours
Role of HRM in Organisations

Training — on job and off job training, soft skill training, Training need analysis (competency mapping).
29



Employee compensation and benefits- Piece rate Pay, Merit based Pay, Bonuses, Skill Based pay,
Profit Sharing, Gain Sharing, Employee Stock Ownership Plans, Flexible Benefits, Employee

Recognition Programme.

References

Dessler,G. , & Varkkey,B. (2011). Human resource management (12" edn). New Delhi: Pearson Education.

Robbins, S.P. (2013). Organizational Behaviour, 15th Edition, New Delhi: PEARSON.

Luthans, F. (2013). Organizational Behavior, 12th Edition, New Delhi: McGraw Hill Education Parikh,
M., & Gupta, R (2012). Organizational Behaviour, New Delhi: McGraw Hill Education

Newstorm,J.W.(2007). Organizational Behavior. Human Behavior at Work, 12" edition, New Delhi:
Tata McGraw Hill Education

Sharma, R.A. (2000) Organizational Theory and Behaviour,2" ed. New Delhi: Tata McGraw Hill Publishing
Company Limited.

Suggested Practical Work
1. Visit organizations to understand structure
2. Assessment of Personality of leaders in different organisation

3. Assessment of Job satisfaction and work motivation
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Semester V: Core Course VIII Total Hours: 54
(Credits 4, Weekly Hours 3)
PG 1543 Counseling Psychology
Course Outcomes

CSO 1: Define Counseling

CSO 2: Differentiate between Counseling, Guidance and Psychotherapy
CSO 3: List the goals of Counseling

CSO 4: Explain the ethical considerations in Counseling

CSO 5: Describe the basic conditions required for counseling

CSO 7: Describe characteristics of effective counselors

CSO 8: Identify impediments to effective communication in counseling
CSO 9: Explain the stages of counseling

CSO 10: Describe the techniques used in counseling

CSO 11: Explain the theories of counseling

CSO 12; Describe the scope and application of counseling

Module 1 Introduction to Counseling 6 hours

Definition of Counseling, Relation of Counseling to Guidance and Psychotherapy

Goals of Counseling — Behavioral change, Positive mental health, Problem resolution, Personal effectiveness,
Decision making

Ethics in Counseling — Putting Clients’ needs before one’s own, Ethical decision making, Right of Informed
Consent, Confidentiality, Ethical issues in Assessment practice, Ethical aspects of Evidence-based practice, Dual
relationships in Counseling Practice, Counselor Education and Training

Module 2 Process of Counseling 8 hours

Core conditions in Counseling - Empathy, Unconditional Positive Regard, Congruence

Personal characteristics of effective counselors

Impediments to communication in counseling — Counselor predispositions, Premature Advice-giving, Lecturing,
Excessive questioning, Storytelling

Stages of Counseling — Initial Disclosure, In-depth Exploration, Commitment to Action

Module 3 Counseling Techniques 18 Hours

Building the relationship, Counselor’s Nonverbal Messages, Active Listening, Structuring, Leading, Questioning,
Concreteness, Use of feedback, Advanced Empathy, Immediacy, Confrontation, Interpretation, Reflection of
feeling, Goal-setting, Facilitating problem-solving.

Module 4 Major Theories of Counseling 15 Hours
Major concepts and Processes of Person-centered Counseling, Behavioural Counseling, Cognitive Counseling
and Psychoanalytical Counseling (Ref: Patterson)
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Module 5 Scope of Counseling 7 hours
Crisis Counseling, Child Counseling, Geriatric Counseling, Family Counseling, Career Counseling.

References:
Patterson, Lewis, E. (1999). Counseling Process. (5th ed). USA: Thomson Asia Pvt.Ltd.

Shertzer, B. E. & Stone, S, C. (1980). Fundamentals of Counseling, 3" ed. Boston: Houghton Mifflin.

Jones, R. N. (2008). Counselling Skills - 4 Helper’s Manual. (2™ ed). London: Sage Publications.

Brammer L.M. & Shostrom E.L Therapeutic Psychology- Fundamentals of Counselling and Psychotherapy,
Prentice Hall.

Jones, R. N. (2001). Theory and practice of counseling and therapy. New Delhi: Sage publication.

Ivey, A.E. & lvey, M.B. (2007). Intentional interviewing and Counseling. (6 Ed) USA: Thomson Brooks / Cole.
Corey, G. (2009). Theory and Practice of Counseling and Psychotherapy. (8" ed.), United Sates: Thomson

Books

Gladding, G. T. (2011). Counseling- A Comprehensive Profession.(6"" ed.) New Dehi: Dorling Kindersley India
Pvt.Ltd

Rao, N. S. & Shajpal, P. (2013). Counseling & Guidance. (3rd ed). New Delhi: Tata McGraw Hill Publishers

32



Semester V : Core Course IX Total Hours: 90

(Credits 3, Weekly Hours: 5)

PG 1544 Experimental Psychology- I1- Practicals

Course Outcomes

CSO 1: To extend and clarify the knowledge in Psychology

CSO 2: To scientifically instantiate the experimental knowledge in Psychology
CSO 3: To scientifically instantiate the experimental knowledge in Psychology
CSO 4: To infer the theoretical concepts through experiments

CSO 5: To execute and to scientifically report the experiments

CSO 6: To carry out Psychological experiments.

A minimum of ‘8” experiments out of the following should be compulsorily administered by each student.

Level of Aspiration

Knowledge of results

Motor tests : tracing test, steadiness test, tweezer dexterity, finger dexterity
Concept formation

Problem Solving, Multiple choice test,

Social suggestibility experiments: suggestibility, compliance, grape wine.

Pro-social behaviour

Each student is required to conduct a minimum of 8 experiments and submit the record of experiments for

evaluation at the end of the semester. A few suitable experiments are to be conducted by using simple designs like

before-after two group experimental-control and correlational designs in order to familiarize the students with the
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concept of designs. For internal evaluation purpose, activity based assignments that help the student learn from real
life situation can be used (Eg. Assignment on the systematic observation of child behaviour/social behaviour) in
such a case, report/presentation of the same can be evaluated. It is desirable to conduct study tour and submit report.
An introspective report of the subject and observation report of the experimenter is desirable.

References

1. Rajamani. M.(2005). Experimental Psychology with Advanced Experiments. New Delhi. Concept

Publishing Company.

For internal evaluation purpose, activity based assignment on a community work (Eg.,
conducting a training programme on learning skills in a school, undertaking a voluntary work
in a special school/ mental health center/ destitute center) can be given. In such a case,

participation/ report/ presentation of the same can be evaluated.

References.

1. Rajamani, M. (2005). Experimental Psychology with Advanced Experiments. New Delhi:
Concept Publishing Company.

2. Woodworth, R.S. & Schlosberg, H. (1965). Experimental Biology. NewY ork: Methen and Co.
Ltd.

3. Postman, L & Fagan, J.P. (1949). Experimental Psychology. An Introduction New York: Harper
and Brother Publishers
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Semester V : Core Course X

Total Hours : 90

(Credits 3, Weekly Hours 5)

PG 1545 PSYCHOLOGICAL ASSESSMENT - I- PRATICALS

Course Outcomes
CSO1: Apply the psychological tests to understand himself/herself and other persons
CSO2: Carry out accurate interpretation of psychological test results

CSO4: Demonstrate the skills of testing and scientific reporting in psychology

CSO5: Execute various psychological tests and assessment tools

CSO06: Implement the psychological testing principles to work in the community

Each student is required to conduct a minimum of 5 tests and submit the record for evaluation

at the end of the semester. The list includes tools that measure intelligence, personality,

memory, stress, locus of control etc.

O 00 N o v A W N B
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. Bhatia's Battery

. SPM

. WISC

. Mathew Mental Abilities

. Type A Type B behavior pattern
. IAS Rating scale

. Eysenck Personality Inventory

. Extroversion-Introversion Inventory
. MMPI

. Working Memory Scale

. Children's Memory Scale

. Wechsler Memory Scale

. Procrastination Behavior inventory
. Resilience Scale

. Academic Stress Scale

. Locus of Control Scale

. Occupational Personality Questionnaire
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For internal evaluation purpose, activity based assignment on a community
work (Eg., conducting a training programme on learning skills in a school,
undertaking a voluntary work in a special school/ mental health center/
destitute center) can be given. In such a case, participation/ report/

presentation of the same can be evaluated.

References.

1. Rajamani, M. (2005). Experimental Psychology with Advanced Experiments.
New Delhi: Concept Publishing Company.

2. Woodworth, R.S. & Schlosberg, H. (1965). Experimental Biology. NewY ork:
Methen and Co. Ltd.

3. Postman, L & Fagan, J.P. (1949). Experimental Psychology. An Introduction
New York: Harper and Brother Publishers.
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Open Courses For Non Psychology Students
1551.1 Understanding human behavior

1551.2 Psychology for personal effectiveness
1551.3 Yoga and stress management

1551.4 Psychology for academic enhancement

1551.5 Child Development

Semester V: Open Course Total Hours: 54
(Credits 2, Weekly Hours 3)
PG 1551.1 UNDERSTANDING HUMAN BEHAVIOUR

CSO 1 - Discuss the scientific nature of psychology

CSO 2 - Describe basic processes of attention and perception
CSO 3 - Explain various states of consciousness

CSO 4 - Describe emotional intelligence and 1Q

CSO 5 - Explain Personality and Intelligence

CSO 6 - Critique approaches to personality

CSO 7 - Describe skills of nonverbal communication

Module 1 Introduction of Psychology 8 Hours

Psychology: A working definition.

Nature of psychological knowledge: Scientific method and critical thinking.

How to evaluate claims of human behavior? Pseudo psychologies: Palmistry, Astrology,
Graphology, Ouija board. How do they work?

Developing critical thinking abilities.

Module 2 Perception, Consciousness 8 Hours

Definitions of Attention, Perception, Illusion.

Examples of illusion — Muller-Lyer, horizontal-Vertical, Ponzo, Moon.

How to enhance perceptual accuracy.

Consciousness. Biological rhythms. States of consciousness: Waking, Dream and Sleep.

Altered States: Hypnosis-facts and myths, hypnotic susceptibility; Meditation; Drug-altered
consciousness

Module 3 Learning, Memory 10 Hours

Definition of learning
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Definitions of Classical conditioning, Operant conditioning and Observational learning with one
illustration each. Concept of behavior modification.

Definition of Memory

Encoding, storage and retrieval process.

Sensory, short term and long term memories.

Chunking. Rehearsing information. False memory, Childhood amnesia, Flash bulb memory.
Mnemonics. Strategies for improving memory: Rehearsal, Elaboration, Organization.

Module 4 Motivation, Emotion, Stress 10 Hours

Definition of motivation. Motivation cycle. Extrinsic and intrinsic motivation.

How to cope with test anxiety.

Definition of emotion. Elements of emotional experience. Principle of lie detector. Concept of
emotional intelligence.

Stress and reactions of stress.

Module 5 Intelligence, Personality, Testing 10 Hours

Definition of Intelligence. Concept of 1Q.
Definitions of Personality, Character, Temperament, Traits.
Two different approaches to personality:
e Freud’s theory: Levels of consciousness, Id, Ego, Super ego, Idea of defense mechanisms
with two/three examples.
e Trait theory: General idea.
What is meant by a psychological test? An example each from intelligence and personality.

Module 6 Non-verbal Communication 8 Hours

Non-verbal communication: Facial expressions, gazes, stares. Body language, Touching.
Micro expressions.

References :

Coon, D. & Mitterer. J.O., (2007). Introduction of psychology: Gateways to Mind and Behaviour,
Eleventh Edn (India Edn). New Delhi: Thomas Wadsworth.

Weiten, W. (2008) Psychology: Themes and variations, 7th ed. New York: Brooks/Cole
Publishing Co.
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Semester V — Open Course Total hours: 54
(Credit -2, Weekly Hours-3)
1551.2 Psychology For Personal Effectiveness

Course Outcomes
CSO0 1: Determine skills needed for effective living
CSO 2: Identify the inner gifts, passion and purpose
CSO 3: Express authentic relationship with self and others for personsl growth
CSO 4: Clarify inner and outer boundaries for expansion
CSO 5: Execute change in society for the betterment of humanity
Note for Instructors: This course is based on positive psychology, specifically Theme Centred
Interaction (TCI), an applied humanistic psychology paradigm. TCI was developed in 1960’s by
Ruth Cohn, renowned German psychologist. TCI is one of the effective tool for personal and social
transformation. A two day workshop will equip the instructors for an effective delivery of course
content. The course would proceed with the help of experiential workshops, readings of selected
texts & theoretical writings, review & analysis of films & literary stories and participative group
work. Every student will be encouraged to maintain a diary of personal experiences and reflections.
Across the duration of the course, students will be required to submit reflective writings about their
participation in the course. The regular faculty must be trained in the area of personal growth/
counselling and possess requisite skills for dynamically and authentically facilitating the growth
of students. Guest faculty can be invited in order to give specialized input into courses wherever
required.
Module 1 — Life Skills 10 Hours
10 core life skills- Self-awareness -Empathy - Critical thinking - Creative thinking — Decision
making - Problem Solving - Effective communication-Interpersonal relationship — Coping with
stress - Coping with emotion
Module 2 Self- awareness 12 Hours
Exploring the self- “Who am 1?° - SWOT Analysis - Values and world view imbibed in childhood
period - Types of Self - Self Concept, Body Image, Self Esteem - Creativity and flow, Creative

writing
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Module 3 Interpersonal relationship 10 Hours
Effective communication —verbal and non -verbal — Interpersonal relationship —Factors affecting
relationship- Techniques for improving interpersonal skills - Modes of working with people -
Awareness of social media and its creative use

Module 4 Expanding boundaries 10 Hours
Concept of 4 factor model of TCI - Dynamic balancing and expansion of boundaries - Concept of
imaginals and caterpillar cells

Module 5 Social transformation through personal transformation 12 Hours

A will to change , a decision to grow - Social meta morphosis through empowerment of imaginals

- Social work, social action and psychosocial empowerment

References
Central Board of Secondary Education. Life Skills Education and CCE for Class IX
and X. (http://www.cbse.nic.in/cce/life_skills_cce.pdf)
WHO handbook for Life Skills Education in schools.
Jones R.N (2007). Life Coaching Skills — How to develop skilled clients. New Delhi.
Sage Publications.
Kuebel M.A (2016). Living Learning — Third Edition. Kottayam: Ripples Forum for Creative
Interventions.
Abraham. T and Scharer. M (2018). The Butterfly Effect. Kottayam: Ripples Forum for Creative
Interventions.
Lewis H (2000). Body Language —a guide to professionals. New Delhi: Response Books
Kaul, A 2005). The effective presentation: Talk your way to success. New Delhi:
Response Books.
Sherfield, R.M. Montgomery, R.J. and Moody P.G (2009). Developing Soft Skills-
Fourth edition. New Delhi: Pearson Education.
Shephard, K (2005). Presenting at conferences, seminars and meetings. New Delhi

Response Books.
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Semester V : Open course Total hours:54
(Credit 2, Weekly hours : 3)
PG 1551.3 YOGA AND STRESS MANAGEMENT

Course Outcomes

CSO 1: Explain the theoretical foundations of yoga
CSO 2: State the use of yoga as a tool for stress reduction
CSO 3: Carry out various yogic techniques

Module 1: Introduction 6 Hours

Relevance of Yoga in Modern Life, Misconceptions about Yoga - Secular Nature of Yoga.

Module 2: Theoretical Foundations of Yoga 10 Hours

The eight components of Yoga (Pathanjali): Yama - Niyama- Asana - Pranayama - Pratyahara -
Dharana - Dhyana - Samadhi.

Four approaches to Yoga: Jnana Yoga - Karma Yoga - Bhakthi Yoga - Raja Yoga.
Chakras and their significance Five Koshas and their importance
Trigunas, Developing Satwa guna

Module 3: Stress 8 Hours

Definition of stress - Causes of Stress Symptoms of Stress - Physical - Psychological -
Behavioural. Coping with stress - relaxation - life style management.

Module 4: Therapeutic aspects of Yoga 10 Hours

Yoga and stress management, Yoga as a desensitization tool, Yoga for Improving stress
tolerance, Yoga and cognitive restructuring, Yoga and Physical health, and Yoga and Life style
management .

Module 5: Spiritual therapeutic techniques in various religious texts 10 Hours
Therapeutic aspects in Bhagavad Gita, Bible and Quran and its relevance in modern society.
Module 6: (Theory & Practicals) 10 Hours

Basic Relaxation techniques, Simple meditation techniques. Basic pranayama techniques, Yoga
Nidra, Basic Asanas (Postures).

References

lyengar, B. K. S (2011) Light on yoga, Harper Collins Publishers: New Delhi.
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Swami Vivekananda (2004) Raja yoga revised, Cosmo Publications: New Delhi.

Taimini, I. K. (2012) The Yoga Sutras of Patanjali: Commentary on the Raja yoga sutras, Harper
Collins Publications: New Delhi.
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Semester V: Open Course Total Hours: 54

(Credit 2, Weekly Hours 3)

PG 1551.4 PSYCHOLOGY FOR ACADEMIC ENHANCEMENT
Course Outcome
CSO 1: Explain the various aspects of cognition and learning
CSO 2: Identify different versions of memory and its application in the real life
CSO 3: Discuss the type of stresses one experiences in life.
CSO 4: Identify how people deal with life stress.
CSO 5: Discuss various motivational techniques which can be applied in the classroom

situations

Module 1 Attention 10 Hours

Definition, Types of Attention, Factors influencing attention, Distraction of Attention, Span of

attention.

.Module2: Learning & Problem solving 12 Hours

Learning, Transfer of learning and types — Classroom implications,

Factors affecting Learning- Factors associated with Learner, Factors associated with the type of

learning experiences, Strategies to encourage motivation in learning

Outcomes of learning, Study Skills

Problem solving- steps, Strategies of Problem solving, Barriers to effective problem solving

Module 3:Memory 12 Hours

Encoding, Storage, Retrieval processes, Types of Memory, Levels of processing, factors
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influencing memory,

Forgetting — factors influencing forgetting

Strategies for improving memory — Use of Imagery, Method of Loci, Chunking, First letter
technique, Trigram, Narrative method, PQRST

Module 4 :Stress and Coping Strategies 12 Hours
Definition stress, Sources of Stress- Traumatic Events, Recent Life Events, Hassles Types-
Eustress, Distress ,Environmental, Social and Psychological

Coping with stress — Task oriented coping, emotion focussed, ego defensive coping,Stress
Management techniques- Cognitive Behavioural Techniques, Biofeedback, Relaxation
Techniques, Exercise.

Module 5: Self Regulation 8 Hours
Types of goals and goal orientations, Procrastination and Time management,

Dealing with emotions, distress tolerance, dealing with exam anxiety

Reference:

Fontana, D (1995) Psychology for Teachers. UK. The British Psychological Society.

Mangal, S.K.(2008) Essentials of Educational Psychology. New Delhi : Prentice Hall India

Private limited.

Panda, K.C (2004) Educational of exceptional children. New Delhi: Vikas Publishing House.
Sharma, R & Sharma R.K. (2003) Advanced educational psychology. New Delhi : Atlantic

Publishers.

Aggarwal. J.C. (1994). Essentials of Educational Psychology. New Delhi: Vikas Publishing Co.
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Robinson, S. (2009) Foundations of Educational Psychology. Trivandrum: Ane Books Pvt Ltd.

Anitha Woolfolk (2004), Educational Psychology, Ninth edition, Pearson Education Inc.

Santrock, J.W (2006) Educational Psychology. New Delhi: Tata Mc Graw Hill Co.
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Semester V : Open Course (Total Hours:54)
(Credits:2,WeeklyHours:3)

PG 1551.5 CHILD DEVELOPMENT

Course outcomes

CSO1:Explain the nature and characteristics of child development

CS02; Describe the course of prenatal development

CSO0a3: Discuss the impact of genetic factors on development

CSO4: lllustrate the stages in physical, cognitive, emotional and social development

Module 1: Introduction 6 Hours
Developmental process and periods: Biological, Cognitive and Socio- emotional process, Periods
of development

Developmental issues; Nature and nurture, Continuity and discontinuity, Early and later
experience, Evaluating the developmental issues.

Module 2: Biological processes physical and perceptual development 8 Hours
Genetic foundations: The genetic processes, Genetic principles, Chromosome and gene Linked
abnormalities.

Reproductive challenges and choices: Prenatal diagnostic tests, infertility and reproductory
technology, Adoption

Module 3: Prenatal development and birth 10 Hours
Prenatal development: The course of prenatal development, Teratogens and hazards to prenatal
development, Prenatal care, Cultural believes about pregnancy, Normal prenatal development.
Birth. The birth process, Assessing the new born, Low birth weight, and preterm infants

The postpartum period: Physical adjustment, Emotional and Psychological adjustment, Bonding

Module 4: Physical development and Health 10 Hours
Body growth and changes: Growth pattern: infancy and child hood, puberty
The brain: Brain Physiology, Infancy, Childhood and adolescence.

Module 5: Motor, Sensory and Perceptual Development 10 Hours
The Dynamic System Views, Reflexes, Gross Motor Skills, Fine motor skills,
Handedness, Sensation and perception — Vision Hearing, Other senses.

Module 6: Cognition Language and moral development 10 Hours
Piaget’s Theory of cognitive Development: Process of development, Sensory motor

stage, Preoperational; stage, Concrete operational stage Formal operational stage.

Language development: Infancy Early childhood

Moral development Kohlberg’s theory

Reference

Santrock, J.W (2007), Child Development, 11th edition, New Delhi: Tata Mc Grow- Hill.
Papalia, D.E (2004), Human development, 9th edition, Newdelhi: MC Grow —Hill
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Semester VI: Core Course Xl Total Hours: 90
(Credits 4 Weekly Hours 5)
PG 1641 PSYCHOLOGICAL ASSESSMENT -1l -PRACTICALS

Course Outcomes

CSO1: Apply the psychological tests to understand himself/herself and other persons
CSO02: Carry out accurate interpretation of psychological test results

CSO04: Demonstrate the skills of testing and scientific reporting in psychology
CSO05: Execute various psychological tests and assessment tools

CSO06: Implement the psychological testing principles to work in the community

Each student is required to conduct a minimum of 5 tests and submit the record
for evaluation at the end of the semester. The list includes tools that measure
interest, aptitude, attitude, creativity, adjustment, values, health, well-being, basic
tools for child assessment etc.

. Finger Dexterity

. Tweezer Dexterity

. Manual Dexterity

. General Aptitude Test

. Differential Aptitude Test

. Vocational Interest Inventory

. Personal Adjustment Inventory

. Spirituality Scale

O 00 N o U B W N R

. Sequin Form Board

10. VSMS

11. Test of Creativity

12. Beck Depression Inventory
13. Beck Anxiety Scale

14. Emotional intelligence Scale

15. General Health Scale
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16. Quality of Life Scale
17. Job Satisfaction Scale
18. General Well-being Scale

For internal evaluation purpose, activity based assignment on a community work
(Eg., conducting a training programme on learning skills in a school, undertaking a
voluntary work in a special school/ mental health center/ destitute center) can be

given. In such a case, participation/report/presentation of the same can be evaluated.

References.

1. Rajamani, M. (2005). Experimental Psychology with Advanced Experiments. New Delhi:
Concept Publishing Company.

2. Woodworth, R.S. & Schlosberg, H. (1965). Experimental Biology. NewY ork: Methen and Co.
Ltd.

3. Postman, L & Fagan, J.P. (1949). Experimental Psychology. An Introduction New York:
Harper and Brother Publishers.
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Semester VI :Core Course XII Total Hours : 72
(Credit 4: Weekly Hours :4)

PG 1642:DEVELOPMENTAL PSYCHOLOGY

Course Outcomes:
CSOL1: Explain the nature and characteristics of life span development
CSO2: Differentiate theories of development.
CSO3: Describe the course of development in stages
CSO04: Focus on the field of Gerontology and design programs for the welfare of the
aged.

Module 1: Introduction of life span development 12 Hours
Importance of life span development

Historical perspective

Characteristics of life span perspective

Nature of development

Cross sectional and longitudinal approaches in developmental study.

Module 2 : Theories of development 12 Hours
Theories by Freud, Erikson, Piaget ( Sensori-motor stage, Pre-operational stage, Concrete
operational stage and Formal operational stage)), Vygotsky, Information processing theory,
Behavioural social, cognitive ethological and Ecological theories

Module 3: Prenatal Development 12 Hours
Stages of Prenatal development: Germinal period — Embryonic period —Fetal period

Prenatal diagnostic tests

Effects of teratogens

Neonatal health and responsiveness

Consequences of low birth weight

Module 4: Physical Development and Aging 12 Hours
Cephalocaudal and Proximodistal pattern

New born — reflexes, perception (vision, hearing, other senses, intermodal perception)

Gross and fine motor skills, handedness

Physical development in puberty

Changes in early and middle adulthood

Module 5: Late Adulthood 12 Hours
Physical, psychological and cognitive changes in late adulthood, Developmental tasks of late
adulthood

Theories of aging: Activity theory, Socio-emotional selectivity theory, Selective optimization with
compensation theory.

Geriatrics and Gerontology (definition)

Older adults in society: Stereotyping older adults, policy issues in an ageing society
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Module 6: Socio-Emotional Development 12 Hours
Attachment and love-Theories of attachment, care giving and attachment

Moral Development — Piaget’s and Kohlberg’s theory — stages — social conventional reasoning —
basic processes — resistance to temptation — self-control — empathy — role of emotion - moral
personality — moral identify — moral characters — exemplars.

Activities

Visit anganvadis or play schools to develop an understanding of child development and submit
report

Visit old age homes to understand the core needs of the elderly and the community support
available to them.

References

Santrock.J.W.(2005).A Tropiical Approach to Life-spam Development, 3rd edition. New Delhi :
Tata McGraw-Hill.

Berk.E.L (2005) Child Development. New Delhi: Prentice Hall

Papalia, E.D., Olds, W.S. and Feldman, D.R. (2004) Human Development. New Delhi:Tata-
McGraw-Hill.

Hurlock,E.B.(1980) Developmental Psychology: A life-span Approach.NewYork:McGraw Hill.
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Semester VI; Core Course XIII Total Hours:72

(Credits 4, Weekly Hours 4)
PG 1643 ORGANIZATIONAL BEHAVIOUR
Course Outcomes
CSOL1.: Identify effective Communication in Organization
CSO2: llustrate theories of leadership in groups
CSO03: Confirm the importance of workplace Counseling

CSO4: Determine the correlates of organizational culture change and development.

Module 1: Managing Communication in Organization 15 Hours
Importance of interpersonal communication - The communication process.
Direction of communication - Downward communication, Upward
communication, Lateral communication, Barriers to effective communication

.Transactional Analysis — Ego states, Types of interaction, Strokes, Games

Module 2: Leadership 15 Hours

Definition of Leadership Trait theories , Behavioural Theories — Ohio State studies,
Michigan studies, Contingency Theories: Fiedler Model, Situational Leadership
Theory, Path-Goal Theory, Leader Participation Model, LMX Theory, Charismatic

leadership, Transformational Leadership.
Module 3: Stress and workplace counseling 15 Hours

Definition of stress- Job related stressors — Individual stressors, Group stressors,
Organisational stressors, Consequences and management of stress -Balancing work
and life ,Emotional intelligence, Employee counseling-directive and non directive

counseling.

Module 4: Organizational Culture 15 Hours
Concept of Organizational Culture- Role, Creating and Sustaining Culture, Creating a

Positive Organizational Culture.
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Module 5: Organizational Change and Organizational Development 12 Hours

Concept of organizational change, Resistance to change
Organizational development —Characteristics —Objectives — Organizational learning

References

Luthans, F. (2013). Organizational Behavior, 12th Edition, New Delhi: McGraw Hill
Education (1).

Newstorm,J.W.(2007). Organizational Behavior. Human Behavior at Work, 121"
edition, New Delhi: Tata McGraw Hill Education

Parikh, M., & Gupta, R (2012). Organizational Behaviour, New Delhi:
McGraw Hill Education.

Robbins, S.P. (2013). Organizational Behaviour, 15th Edition, New Delhi: PEARSON.
Sharma, R.A. (2000) Organizational Theory and Behaviour,2" ed. New Delhi: Tata McGraw
Hill Publishing Company Limited.

Suggested Practical Work

1) Visit of Organisations to understand organizational culture of the
organization, Past Organisational Changes and Resistance to
Change

2) Develop a module on communication skill improvement and take
a session on it in any organisation.

3) Assessment of leadership style from secondary data
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Semester VI: Core Course X1V Total Hours: 108
(Credits 4, Weekly Hours 6)
PG 1644 ABNORMAL PSYCHOLOGY

Course Outcomes

CSO 1: Enumerate historical developments related to concept of abnormality
CSO 2: Describe classificatory systems

CSO 3 :Explain the concept of stigma associated with mental illness

CSO 4: Explain various psychosocial factors contributing to abnormal conditions
CSO 5: List the features of personality disorders

CSO 6: Describe features of clinical disorders

Module 1 Introduction to Abnormal Behaviour 18 Hours
Views on Normality and Abnormality. Define Abnormal Psychology. Stigma associated with
Mental IlIness.

Classificatory Systems — DSM and ICD — (expansions of terms; basic difference between the
systems)

Historical understanding of abnormal behaviour

Modern Perspectives - Biological, Psychodynamic, Behaviourist, Humanistic-existential,
Cognitive-Behavioural, Diathesis-Stress- Risk and Protective Factors - Resilience, Vulnerability
and Coping

(Note: With reference to the following modules, only the clinical features and/or characteristics
of the disorders need to be taught)

Module 2 Clinical features of Anxiety, Dissociative and Somatic Disorders 20 hours
Specific Phobias, Social Phobia, Generalised Anxiety Disorder, Panic Disorder

Obsessive Compulsive Disorder

Dissociative Identity Disorders, Dissociative Amnesia, Depersonalization/Derealization

Somatic Symptom Disorder, Iliness Anxiety Disorder, Conversion Disorder

Module 3 Clinical features of Mood Disorders 20 hours
Major Depressive Disorder

Bipolar Disorder — I and 11

Dysthymia and Cyclothymia

Module 4 Clinical features of Psychotic Spectrum Disorders 15 Hours

Schizophrenia
Delusional Disorder
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Module 5 Clinical features of Personality Disorders 20 hours
Cluster A — Paranoid, Schizoid, Schizotypal

Cluster B — Antisocial, Borderline, Histrionic, Narcissistic

Cluster C — Anxious, Dependent, Obsessive Compulsive

Module 6 Clinical features of Neurodevelopmental disorders 15 Hours
Intellectual Disabilities, Autism Spectrum Disorder, Attention Deficit Hyperactivity Disorder,
Conduct Disorder, Specific Learning Disorder

References:

Sadock, B. J., Sadock, V. A. & Ruiz, P. (2015). Synopsis of Psychiatry (11" ed.). Wolters Kluwer
(India) Pvt. Ltd.

Butcher, J. N., Hooley, J. M., & Mineka, S. M. (2015). Abnormal psychology. Pearson Higher Ed.
Sarason, 1.G., & Sarason, R.B. (2005). Abnormal Psychology: The Problem of Maladaptive
Behaviour (10" ed.). New Delhi: Prentice Hall of India.
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Elective Courses For Psychology Students

PG 1661.1 Psychology of Adoloscence

PG 1661.2 Yoga and Self-empowerment techniques
PG 1661.3 Child Development

PG 1661.4 Psychology for Academic Enhancement

PG 1661.5 Psychology for Personal Effectiveness

Semester VI: Elective Course Total Hours : 54

(Credits 2, Weekly Hours 3)

PG 1661.1 PSYCHOLOGY OF ADOLESCENCE
Course Outcomes
CSO 1. Identify the changes occurring during adolescence
CSO 2. Describe the cognitive, emotional and moral development in adolescence
CSO 3. Explain the self, identity and personality development in adolescence
CSO 4. Discuss gender roles and sexuality in adolescence
CSO 5. Discuss the social contexts of development in adolescence

CSO 6. Describe problem behaviours likely to be exhibited during adolescence

Module 1: Introduction 4 Hours

Historical Perspective on adolescence: Early history, 201" and 21% centuries, stereotyping of
adolescents, a positive view of adolescence

Current status of adolescents in India.

Developmental processes. Development transitions

Module 2: Cognitive, Emotional and Moral Development in Adolescence 14 Hours

Cognitive development: Piaget’s theory, Vygotsky’s view. Social cognition-Adolescent
egocentrism, Perspective Taking
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Emotional Development: The emotions of adolescence; Hormones, experience and emotions;
Emotional competence.

Moral development: Domains — Moral Thought (Kohlberg’s stages), Moral Behaviour, Moral
Feeling, Moral personality. Contexts of moral development — Parenting, school. Values, religion
and spirituality.

Module 3: Self, identity and personality development 6 Hours
The self: Self-understanding, Self-esteem and Self-concept.

Identity: Erikson’s ideas on identity, four statuses of identity, Development changes in identity,
Identity and social contexts, Identity and intimacy

Personality development- traits, temperament

Module 4: Gender and Sexuality 10 Hours
Biological, social and cognitive influences on gender, Gender stereotypes, similarities

and differences, Gender-role classification: Masculinity, femininity, and androgyny,
Traditional masculinity and problem behaviours in adolescent males, Gender-role
transcendence.

Developing a sexual identity, Adolescent Sexual problems, Sexual Literacy and Sex education.

Module 5: Social Contexts of Development 10 Hours

Families: Reciprocal socialization, Parenting styles, Parent — adolescent conflict, Autonomy and
attachment

Relationship with sibling: Sibling roles, Birth order
Peer relation, Friendship, Loneliness, Romantic love and its construction.
Achievement: Achievement motivation processes, Time management, Obstacles to achievement.

Use of Media, computer and the internet.

Module 6: Problems in adolescence 10 Hours

Exploring problems of adolescence-Biopsychosocial approach, Developmental Psychopathology
approach. Stress and coping, resilience
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Risk taking behaviour among adolescents, Eating disorders, Drug abuse, Antisocial behaviour,
Juvenile delinquency, Teenage pregnancy, Depression and Suicide.

Prevention and Intervention.

References: -

Santrock, J.W. (2011). Adolescence, 12" ed. India: Tata McGraw Hill Publishing Co

Papalia, D.E, Olds, S.W., & Feldman, R.D. (1992). Human Development, Ninth Edition, Tata
Hill Publishing Co

Mahmud, J. (2005). Development psychology, Efficient Offset Printers.
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Semester VI1: Elective Course Total Hours: 54

(Credit 2, Weekly Hours3)

PG 1661.2 YOGA AND SELF-EMPOWERMENT TECHNIQUES
Course Outcomes
CSO1: Discuss the origin and the emergence of yoga and relaxation techniques
CSO02: Critique the different types of relaxation techniques
CSO03: Describe the procedure and applications of different self empowerment techniques

such as Yoga asanas, meditation, JPMR, GSPR, Autogenics, Yoganidra and Pranayama

Module 1: Introduction to Self empowerment Techniques 10 Hours

Relaxation training- progressive Muscular relaxation and meditation, Types of relaxation-
Progressive muscle relaxation-Passive muscle relaxation- meditation-visualization/imagery-

autogenic relaxation-yoga-exercise- Tai chi-Massage-Breathing Relaxation, Yoga Principles.

.Module 2: Relaxation 10 Hours

Jacobson’s progressive Muscle Relaxation- Theory and Procedure, Applications of JPMR

Guided Somato Psychic Relaxation - Theory and Procedure, Applications of GSPR

Autogenics (self relaxation) - Procedure

Yoganidra - Theory and Procedure, Applications of yoga nidra

Module 3 Pranayam/Breathing Exercises 12 Hours

Simple Breathing exercises, Types of Pranayama-Kapalbhathi, Anulomaviloma, Ujjai, Sitali,

Cithkari, Bhasthrika
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Module 4 Meditation 10 Hours
Simple meditation- Japa meditation, Zen Meditation, Cosmic energy meditation

Module 5 Yoga and Yoga Asanas 12 Hours
Components of yoga. Basic asanas: Sooryanamaskar, Child pose, Sarvasana/Corpse pose,
Paschimothanasan, Inclined Plain ,

Bhujangasan
Reference:

1, Mc Neil, D.W. & Lawrence, S.M.(2002). Relaxation Training. Encyclopedia of
Psychotherapy (Vol.2). Boston: Academic Press.
2, Schafer, W. (2000). Stress management (4™ ed). New Delhi: Wadsworth learning, Inc.

3, Sreedhar, K. P.(1996). Guided Somatic-Psychic Relaxation. Trivandrum: Department of
Psychology.

4, lyengar, B. K. S. (2011). Light on yoga, Harper Collins Publishers: New Delhi.
Activity based assignments
1. Visit any two of the yoga training centre and submit a report

2. Submit the introspective report of all the techniques practiced in this course as a record
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Semester VI : Elective Course (Total Hours:54)
(Credits:2, Weekly Hours:3)
PG 1661.3 CHILD DEVELOPMENT
Course outcomes
CSO1:Explain the nature and characteristics of child development
CS02; Describe the course of prenatal development
CSO0a3: Discuss the impact of genetic factors on development
CSO4: lllustrate the stages in physical, cognitive, emotional and social development

Module 1: Introduction 6 Hours
Developmental process and periods: Biological, Cognitive and Socio- emotional process, Periods
of development

Developmental issues; Nature and nurture, Continuity and discontinuity, Early and later
experience, Evaluating the developmental issues.

Module 2: Biological processes physical and perceptual development 8 Hours
Genetic foundations: The genetic processes, Genetic principles, Chromosome and gene Linked
abnormalities.

Reproductive challenges and choices: Prenatal diagnostic tests, infertility and reproductory
technology, Adoption

Module 3: Prenatal development and birth 10 Hours
Prenatal development: The course of prenatal development, Teratogens and hazards to prenatal
development, Prenatal care, Cultural believes about pregnancy, Normal prenatal development.
Birth. The birth process, Assessing the new born, Low birth weight, and preterm infants

The postpartum period: Physical adjustment, Emotional and Psychological adjustment, Bonding
Module 4: Physical development and Health 10 Hours
Body growth and changes: Growth pattern: infancy and child hood, puberty

The brain: Brain Physiology, Infancy, Childhood and adolescence.

Module 5: Motor, Sensory and Perceptual Development 10 Hours
The Dynamic System Views, Reflexes, Gross Motor Skills, Fine motor skills,

Handedness, Sensation and perception — Vision Hearing, Other senses.

Module 6: Cognition Language and moral development 10 Hours
Piaget’s Theory of cognitive Development: Process of development, Sensory motor

stage, Preoperational; stage, Concrete operational stage Formal operational stage.

Language development: Infancy Early childhood

Moral development Kohlberg’s theory

Reference

Santrock, J.W (2007), Child Development, 11th edition, New Delhi: Tata Mc Grow- Hill.
Papalia, D.E (2004), Human development, 9th edition, Newdelhi: MC Grow —Hill.
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Semester VI — Elective Course Total hours: 54
(Credit -2, Weekly Hours-3)
1661.4 Psychology For Personal Effectiveness

Course Outcomes
CSO 1: Determine skills needed for effective living
CSO 2: Identify the inner gifts, passion and purpose
CSO 3: Express authentic relationship with self and others for personsl growth
CSO 4: Clarify inner and outer boundaries for expansion
CSO 5: Execute change in society for the betterment of humanity
Note for Instructors: This course is based on positive psychology, specifically Theme Centred
Interaction (TCI), an applied humanistic psychology paradigm. TCI was developed in 1960’s by
Ruth Cohn, renowned German psychologist. TCI is one of the effective tool for personal and social
transformation. A two day workshop will equip the instructors for an effective delivery of course
content. The course would proceed with the help of experiential workshops, readings of selected
texts & theoretical writings, review & analysis of films & literary stories and participative group
work. Every student will be encouraged to maintain a diary of personal experiences and reflections.
Across the duration of the course, students will be required to submit reflective writings about their
participation in the course. The regular faculty must be trained in the area of personal growth/
counselling and possess requisite skills for dynamically and authentically facilitating the growth
of students. Guest faculty can be invited in order to give specialized input into courses wherever
required.
Module 1 — Life Skills 10 Hours
10 core life skills- Self-awareness -Empathy - Critical thinking - Creative thinking — Decision
making - Problem Solving - Effective communication-Interpersonal relationship — Coping with
stress - Coping with emotion
Module 2 Self- awareness 12 Hours
Exploring the self- “Who am 1?° - SWOT Analysis - Values and world view imbibed in childhood
period - Types of Self - Self Concept, Body Image, Self Esteem - Creativity and flow, Creative

writing
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Module 3 Interpersonal relationship 10 Hours
Effective communication —verbal and non -verbal — Interpersonal relationship —Factors affecting
relationship- Techniques for improving interpersonal skills - Modes of working with people -
Awareness of social media and its creative use

Module 4 Expanding boundaries 10 Hours
Concept of 4 factor model of TCI - Dynamic balancing and expansion of boundaries - Concept of
imaginals and caterpillar cells

Module 5 12 Hours
Social transformation through personal transformation

A will to change , a decision to grow - Social meta morphosis through empowerment of imaginals

- Social work, social action and psychosocial empowerment

References
Central Board of Secondary Education. Life Skills Education and CCE for Class IX
and X. (http://www.cbse.nic.in/cce/life_skills_cce.pdf)
WHO handbook for Life Skills Education in schools.
Jones R.N (2007). Life Coaching Skills — How to develop skilled clients. New Delhi.
Sage Publications.
Kuebel M.A (2016). Living Learning — Third Edition. Kottayam: Ripples Forum for Creative
Interventions.
Abraham. T and Scharer. M (2018). The Butterfly Effect. Kottayam: Ripples Forum for Creative
Interventions.
Lewis H (2000). Body Language —a guide to professionals. New Delhi: Response Books
Kaul, A 2005). The effective presentation: Talk your way to success. New Delhi:
Response Books.
Sherfield, R.M. Montgomery, R.J. and Moody P.G (2009). Developing Soft Skills-
Fourth edition. New Delhi: Pearson Education.
Shephard, K (2005). Presenting at conferences, seminars and meetings. New Delhi

Response Books.
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Semester VI: Elective Course Total Hours: 54

(Credits 2, Weekly Hours 3)

PG 1661.5 PSYCHOLOGY FOR ACADEMIC ENHANCEMENT
Course Outcome
CSO 1: Explain the various aspects of cognition and learning
CSO 2: Identify different versions of memory and its application in the real life
CSO 3: Discuss the type of stresses one experiences in life.
CSO 4: Identify how people deal with life stress.
CSO 5: Discuss various motivational techniques which can be applied in the classroom

situations

Module 1 Attention 10 Hours

Definition, Types of Attention, Factors influencing attention, Distraction of Attention, Span of

attention.

.Module2: Learning & Problem solving 12 Hours

Learning, Transfer of learning and types — Classroom implications,

Factors affecting Learning- Factors associated with Learner, Factors associated with the type of

learning experiences, Strategies to encourage motivation in learning

Outcomes of learning, Study Skills

Problem solving- steps, Strategies of Problem solving, Barriers to effective problem solving

Module 3 Memory 10 Hours

Encoding, Storage, Retrieval processes, Types of Memory, Levels of processing, factors
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influencing memory,

Forgetting — factors influencing forgetting

Strategies for improving memory — Use of Imagery, Method of Loci, Chunking, First letter
technique, Trigram, Narrative method, PQRST

Module 4 Stress and Coping Strategies 12 Hours
Definition stress, Sources of Stress- Traumatic Events, Recent Life Events, Hassles Types-
Eustress, Distress ,Environmental, Social and Psychological

Coping with stress — Task oriented coping, emotion focussed, ego defensive coping,Stress
Management techniques- Cognitive Behavioural Techniques, Biofeedback, Relaxation
Techniques, Exercise.

Module 5 Self Regulation 10 Hours
Types of goals and goal orientations, Procrastination and Time management,

Dealing with emotions, distress tolerance, dealing with exam anxiety

Reference:

Fontana, D (1995) Psychology for Teachers. UK. The British Psychological Society.

Mangal, S.K.(2008) Essentials of Educational Psychology. New Delhi : Prentice Hall India

Private limited.

Panda, K.C (2004) Educational of exceptional children. New Delhi: Vikas Publishing House.
Sharma, R & Sharma R.K. (2003) Advanced educational psychology. New Delhi : Atlantic

Publishers.

Aggarwal. J.C. (1994). Essentials of Educational Psychology. New Delhi: Vikas Publishing Co.
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Robinson, S. (2009) Foundations of Educational Psychology. Trivandrum: Ane Books Pvt Ltd.

Anitha Woolfolk (2004), Educational Psychology, Ninth edition, Pearson Education Inc.

Santrock, J.W (2006) Educational Psychology. New Delhi: Tata Mc Graw Hill Co.
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SYLLABUS OF COMPLEMENTARY COURSE IN PSYCHOLOGY FOR OTHER
CORE PROGRAMMES

I.  Complementary courses for Bcom TTM

Syllabus of complementary course in psychology for B.Com Tourism and Travel
Management (TTM)

Semester | — Complementary Course Total hours :72
(Credit -4, Weekly Hours-4)
PG 1131.1

Social psychology

Course Outcomes

CSO 1: Describe the basic social psychological concepts and relevant methods

CSO 2: Identify skills pertaining to evaluating the realities in social situations.

CSO 3: Express the social influence processes particularly the influence of others on individual
behaviour and performance

CSO 4: Explain the social affective processes including people’s harming and helping

behaviours

Module I Introduction to social psychology: 12 Hours
Social psychology - Definition —Factors influencing social interaction- methods of social
psychology- Observational method-correlational method- experimental method- socialization
process

Module Il Social Cognition 15 Hours
Mental shortcuts- schema, prototype, heuristics and stereotypes —sources of errors in social
cognition- impression formations and impression management — attribution - theories of

attribution — theory of correspondent inference, Kelley’s theory of casual attribution.
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Module 111 Attitude 15 Hours
Attitude- ABC model of attitude —Nature and functions of attitude —Attitude formation -
Measurement of attitudes — theory of planned behaviour- Attitude change — impression formation

and impression management.

Module IV Social influences 15 Hours
Nature of conformity, factors influencing the development of conformity, normative and
informational social influences, social support, gender difference in conformity, nature of

conformity. Compliance — principles of compliance, techniques of compliance. Obedience.

Module V Prosocial Behaviour and Aggression 15 Hours

Prosocial Behavior: Motives for Prosocial Behaviour, Responding to an Emergency, External and
Internal Influences on Helping Behaviour - Aggression: theoretical perspectives on aggression —
instinct theory, biological theory, drive theory and social learning theory. Causes of aggression-

prevention and control of aggression.

Reference

Baron, R.A.,& Branscombe, N.R.(2012). Social Psychology(13 th ed). New Delhi: Pearson
Education.

Baron, R.A., Branscombe, N.R., Byrne, D., & Bhardwaj, G. (2009). Social Psychology, 12 th
ed. New Delhi: Pearson Education.

Baron, R.A., & Byrne, D. (2002). Social Psychology, 10th ed. New Delhi: Pearson Education

Myers,D.G.(2006).Social Psychology. New Delhi: Tata MCGraw Hill Inc.
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Semester 11 — Complementary Course Total hours :72
(Credit -4, Weekly Hours-4)
PG 1231.1 — Communication and Interpersonal Skills

Course Outcomes

CSO 1: State the verbal and nonverbal processes of communication.

CSO 2: Clarify psychological barriers to effective communication

CSO 3:Demonstrate appreciation of cultural variations in verbal and non-verbal communication.
CSO 4: Interpret the nuances of communication gap in interpersonal relationships in social
contexts.

CSO 5: Express listening and communicating competence.

CSO 7: Identify the importance of positive relational attitudes

Module I Basic Concepts in Communication 15 Hours
Nature and process of communication, principles of communication - Towards communication
competence, communication skills — articulating the message, active listening skills, giving and
receiving feedback, perception checking - Choosing appropriate channel and medium of
communication, benefits and challenges of technology mediated communication.

Module Il Communication Styles 15 Hours
Verbal and Non-verbal - The implication of appropriate communication - Nonverbal
communication: Proxemics, Posture, Facial expression, Eye Contact, Paralanguage, Movement,
Silence - Understanding dynamics of interpersonal communication — assertiveness.

Module 111 Communication Barriers and Breakdowns 15 Hours
Psychological barriers in communication, self-talk and self-concept - drives affecting
communication, communication apprehension - Identifying personal barriers and overcoming
barriers for effective communication.- Learning how to make communication effective and
meaningful - Cultural differences in communication in a multicultural context.

Module IV Interpersonal Relationship 15 Hours
Factors affecting relationship- Techniques for improving interpersonal skills - aspects of
relationship maintenance -Modes of working with people - Awareness of social media and its

creative use - attachment styles - troubled relationships — loneliness.
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Module V  The Making and Breaking of Relationships 12 Hours
Understanding the dynamics of broken and flourishing relationships - Practicing positive relational
attitudes like self-acceptance, gratitude, forgiveness - Emotional calm and somatic awareness -

Creating future flourishing communities.

References

Adler, R. B., & Proctor Il, R.F. (2012). Looking out/Looking in. (14th ed.). USA: Wadsworth
Cengage Learning

Adler, R.B & Proctor, R.F (2009).Communication Goals and Approaches. Wadsworth Cengage
Learning, India

Argyle, M. (1975). Bodily communication. London: Methuen & Co. Ltd.

Civinkly, J. M. (Ed.) (1974). Messages: A reader in human connection. New York: Random
House.

Gudykunst, W. B. (Ed.) (2003). Cross-cultural and intercultural communication. Thousand Oaks,
CA: Sage Publications.

Rosenberg, M. B. (2012). Living nonviolent communication: Practical tools to connect and
communicate skillfully in every situation. Boulder, CO: Sounds True.

Diener, E., & Seligman, M. E. P. (2002). Very happy people. Psychological Science, 13, 81-84
Durkin, K. (1995). Developmental Social Psychology: From Infancy to Old Age. MA: Blackwell
Publishing
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Semester 111 — Complementary Course Total hours :72
(Credit -4, Weekly Hours-4)
PG 1331.1 - Personality Development
Course Outcomes
CSO 1: Demonstate a self-reflexive relationship with themselves to deal with future challenges
CSO 2: lllustrate different skills needed for effective living
CSO 3: Examine biological and environmental influences on personality development
CSO 4: Critically describe Psychodynamic Humanistic and Behaviouristic approaches to
personality
CSO 5: Discuss meaning and conceptual approaches to happiness and well-being.
CSO 6: Infer the pathways through which positive emotions and positive traits contribute to

happiness and well-being.

Module I Self- awareness 15 Hours
Exploring the self- “Who am I?” - SWOT Analysis - Values and world view imbibed in
childhood period - Types of Self - Self Concept, Body Image, Self Esteem - Creativity, Creative
writing.

Module Il Life Skills 15 Hours
10 Core life skills- Self-awareness -Empathy - Critical thinking - Creative thinking — Decision
making - Problem Solving - Effective communication-Interpersonal relationship — Coping with
stress - Coping with emotion.

Module 111 Personality 15 Hours
Concept and Definition of personality - Factors in the Development of Personality (heredity and
environment) - Assessment of personality — theoretical perspectives of personality —
psychodynamic theory of Sigmund Freud — social Learning theory of Albert Bandura —
Humanistic theory of Abraham Maslow and Carl Rogers - Basic concepts of Transactional
Analysis (TA) and Theme Centred Interaction (TCI).

Module IV Happiness and well-being 15 Hours
Happiness: Concept and definitions Happiness and the facets of life: Gender, love, marriage, close
relationships and others . Happiness across the life span: Happiness and well-being across culture
and nationalities Psychology of flow.
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Module V Emotions, personality traits and well-being 12 Hours
Positive emotions (hope, optimism, gratitude) and well-being Cultivating positive emotions

Positive traits: Personality, emotions, and biology Positive beliefs and illusions.

References
Central Board of Secondary Education. Life Skills Education and CCE for Class IX

and X. (http://www.cbse.nic.in/cce/life_skills_cce.pdf)
WHO handbook for Life Skills Education in schools.
Jones R.N (2007). Life Coaching Skills — How to develop skilled clients. New Delhi.

Sage Publications.
Feist, J., Feist, G.J. & Herman, T.A.R.W. (2018). Theories of Personality. Tata Mc Graw Hill
Friedman, H. S., & Schustack, M. W. (2006). Personality: Classic theories and modern research.
New Delhi, India: Pearson.
Baumgardner, S. R., Crothers, M. K. (2009). Positive psychology. New Delhi, India: Pearson.
Carr, A. (2004). Positive Psychology: The science of happiness and human strength.UK:
Routledge.
Carducci, B. J. (2009). The psychology of personality: Viewpoints, research & application. Hong
Kong: Wiley-Blackwell.
David, S. A., Boniwell, 1., & Ayers, A. C. (2013). The Oxford handbook of happiness. Oxford:
Oxford University Press.
Kuebel M.A (2016). Living Learning — Third Edition. Kottayam: Ripples Forum for Creative

Interventions.
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Semester IV — Complementary Course Total hours :72

(Credits -4, Weekly Hours-4)
PG 1431.1 - Organizational Behaviour

Course Outcomes

CSO 1: Examine group dynamics in an organisational setup.

CSO 2: Determine conflict and peace making strategies in organisation.

CSO 3: Differentiate leadership processes on the basis of themes.

CSO 4: Describe conceptual and theoretical bases of work motivation.

CSO 5: Identify the relationship between performance,job attitude and organizational outcomes.

Module I Group Behaviour 15 Hours
Nature, functions and types of groups - Group Structure: Role differentiation, Status
differentiation, Norms formation and group cohesiveness - Factors affecting group performance:
Homogeneity of group, stability of membership, Group size, Social facilitation, social loafing.
Module Il Conflict and peace making 15 Hours
Nature of conflicts, development of conflicts, social dilemma, Misperceptions, perceived injustice,
Resolving intergroup conflict: Intergroup contact; Promoting intergroup cooperation; Conflict
management strategies: Collaborating, competing, accommodating, avoiding & compromising.
Module 111  Leadership 15 Hours
Qualities of leaders, types of leadership: Democratic, autocratic, laissez-faire and nurturant task
leader - Leaders versus managers, Themes in Leadership: positional power, the leader, the led, the
influence process, the situation, Leader emergence versus leader effectiveness.

Module IV Employee motivation 15 Hours
Nature of Work motivation, Five key concepts (Behaviour, performance, ability, situation and
motivation), Role of self-esteem, intrinsic motivation and need for achievement in the
development of motivation. - Theories of Work motivation: Content theory (Maslow, Herzberg),
Goal Setting theory.

Module V Job Attitude 12 Hours
Positive Organizational Behaviour, Brief Introduction to Organizational Commitment,
Organizational Citizenship Behaviour, Work Values, brief introduction to the concept of

organizational culture.
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References:

Aamodt, M. G. (2016). Industrial/Organizational psychology: An applied approach. Boston:
Cengage Learning.

Muchinsky, P. M., & Culbertson, S. S. (2016). Psychology applied to work. Summerfield, NC:
Hypergraphic Press.

Pareek, U.,& Gupta, R. K. (2010). Organizational behaviour. New Delhi: Tata McGraw Hill.
Sinha, J. B. P. (2008). Culture and organizational behavior. New Delhi, India: Sage
Publications.

Baron, R.A.,& Branscombe, N.R.(2012). Social Psychology(13 th ed). New Delhi: Pearson
Education.

Baron, R.A., Branscombe, N.R., Byrne, D., & Bhardwaj, G. (2009). Social Psychology, 12 th

ed. New Delhi: Pearson Education.
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Il.  Complementary Courses for B.A English and B.A Philosophy-General Psychology

SYLLABIUS OF COMPLEMENTARY COURSES IN PSYCHOLOGY
FOR FIRST DEGREE PROGRAM IN B.A. ENGLISH AND PHILOSOPHY
Total 54 Hours
Semester: | Credits:2 Weekly hours:3

PG1131: FOUNDATIONS OF PSYCHOLOGY
Course Outcomes
CSO 1: Demonstrate knowledge and understanding in the selected content  areas of
psychology and understand the nature of psychology as a discipline
CSO 2: Use concepts, and major theories of the discipline to account for psychological
phenomena.
CSO 3: Explain major modern perspectives of psychology
CSO 4: Carry out basic studies to address different psychological questions and hypotheses
using appropriate research methods
CSO 5: Explain the biological evidence for psychological claims

Module 1: Introduction to Psychology 15 Hours

The field of Psychology - Definition — Goals of Psychology. Origins of Psychology. Biological
origins: Darwin, Genetics - Philosophical origins: Early Indian and Greek thoughts, Major ideas
of Descartes, Locke — structuralism — functionalism — gestalt school — psychoanalysis-
behaviorism. Major subfields of Psychology — Applications of psychology.

Module 2: Modern Perspectives in Psychology 12 Hours

Biopsychological, Psychodynamic, Behavioral, Humanistic, Cognitive, Developmental,
Evolutionary and Socio cultural perspectives.

Module 3: Methods of Studying Behavior 12 Hours

Observation method — Case study method — Survey method — Correlation method — Experimental
method — Ethical issues in psychological research.

Module 4: Biological Bases of Behavior 15 Hours

Neurons: Basic structure — Organization of the nervous system: The central nervous system — The
peripheral nervous system. The brain: Structure and functions. Hormonal bases of behavior: The
endocrine system.
References
1. Ciccarelli SK & White JN (2018). Psychology, 5th Edn. Prentice Hall: NY
2. Baron, R.A. & Misra, G. (2016). Psychology, fifth edn. New Delhi: Pearson India
Educational Services Pvt Ltd.
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. Coon, D. & Mitterer, J.O. (2007). Introduction to psychology: Gateways to mind and
behavior, (11th ed.). (Indian Edition). New Delhi: Thomson Wadsworth.

. Weiten, W. (2013). Psychology: Themes and variations, 9th ed. New York: Brooks/Cole
Publishing Co.

. Kosslyn. S.M (2006). Psychology in context, 3rd edn. New Delhi: Pearson Education.
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Semester |1 Total 54 hours

Credits: 2 Weekly hours: 3
PG 1231: BASIC PSYCHOLOGICAL PROCESSES
Course Outcomes
CSO 1: Use critical thinking effectively
CSO 2: Express creative thinking
CSO 3: Execute the theoretical knowledge and understanding of psychology effectively in
day to day life
CSO 4: Explain the basic process involved in learning, motivation and emotion.
CSO 5: lllustrate the basic concepts involved in consciousness.

Module 1: Learning 12 Hours
Definition — Classical conditioning: Basic principles and applications-Operant conditioning: Basic
principles and applications—Observational learning: nature and principles — Cognitive learning.

Module 2: Motivation 15 Hours
Definition — theories of motivation: instinct theory, drive theory, arousal theory, expectancy
theory, goal setting theory, needs hierarchy theory — self determination theory. Classification of
motives: Biological and Psychosocial — Achievement motivation.

Module 3: Emotions 12 Hours
Definition and nature of emotions- Biological bases of emotions—Theories of emotions: James
Lange theory, Cannon Bard theory, Two factor theory and Opponent process theory — Expression
of emotion — Subjective experience of emotion.

Module 4: Consciousness. 15 Hours
Biological rhythms: Circadian rhythms, Long - term biological rhythms; individual differences in
circadian rhythms-Waking states of consciousness: controlled and automatic processing, self
awareness. Dreams: basic facts, Psychodynamic, Physiological and Cognitive views— Altered
states of consciousness: Hypnosis, Meditation—Consciousness altering drugs. Sleep: Basic facts —
functions of sleep.
References
1. Ciccarelli, S.K. & White, J.N. (2018). Psychology, 5th Ed. Prentice Hall: NY
2. Baron, R.A. & Misra, G. (2016). Psychology, 5 Edn. New Delhi: Pearson India
Educational Services Pvt. Ltd.
3. Coon, D. & Mitterer, J.0. (2007). Introduction to psychology: Gateways to mind and
behavior, (11th Ed.). (Indian Edition). New Delhi: Thomson Wadsworth.
4. Weiten, W. (2013). Psychology: Themes and variations, 9th Ed. New York: Brooks/Cole
Publishing Co.
5. Kosslyn. S.M (2006). Psychology in context, 3rd Ed. New Delhi: Pearson Education.
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Semester: 111 Total Hours: 54
Credits: 2 Weekly hours: 3
PG 1331: COGNITIVE PROCESSES
Course Outcomes
CSO 1: Use reasoning to recognize, develops, defend, and criticize arguments.
CSO 2: Represent day to day problems effectively.
CSO 3: Implement psychological principles to promote personal development
CSO 4: Use the concepts, language and major theories of the discipline to account for
psychological phenomena.
CSO 5: Use skills to improve memory.

Module 1: Cognition 12 Hours
Definition—Basic elements of thought: concepts, prototypes - propositions and images —
Reasoning: inductive reasoning and deductive reasoning, Some basic sources of error in
reasoning—Decision making, emotions and decision making — Problem solving: methods of
problems solving Facilitating effective problem solving, Factors interfering problem solving.

Module 2: Memory and Forgetting 15 Hours
Memory: Definition- The memory processes: encoding, storage and retrieval. Models of memory:
The Atkinson & Shiffrin model — Types of memory: Working memory — Memory for factual
information: episodic and semantic memory — Procedural memory. Forgetting: Ebbinghaus curve
of forgetting — Theories of forgetting: Trace-Decay theory, encoding failure theory - interference
theory-Retrieval inhibition theory - Methods to study memory: recall - recognition — relearning —
Sentence verification—Neuro imaging— Strategies to improve memory.

Module 3: Language and Thought 12 Hours
Basic elements and structure of language — Development of language — Language and thought —
Theories of language acquisition - Other ways to communicate: non-verbal communication. Sign
language, Bilingualism.

Module 4: Sensation, Attention and Perception 15 Hours
Sensation: Transduction — sensory thresholds habituation and sensory adaptation —Attention:
Nature — types of attention — Factors affecting attention.

Perception: Definition — Gestalt principles of perception — Perception of form, pattern or objects:
figure and ground, contour-Principles of perceptual grouping: similarity, proximity, continuity,
closure, law of common fate, law of simplicity, law of pragnanz—Perception of depth or distance:
monocular cues and binocular cues—Perceptual constancies: size, shape, orientation, brightness —
Perceptual Illusions: The Hermann Grid — Muller Lyer Illusion — the moon illusion — illusions of
motion — other factors influencing perception: perceptual set or expectancies - Extra sensory
perception.

References
1. Ciccarelli, S.K. & White, J.N. (2018). Psychology, 5th Ed. Prentice Hall: NY

78



2. Baron, R.A. & Misra, G. (2016). Psychology, fifth ed. New Delhi: Pearson India
Educational Services Pvt. Ltd.

3. Coon, D. & Mitterer, J.O. (2007). Introduction to psychology: Gateways to mind and
behavior, (11th ed.). (Indian Edition). New Delhi: Thomson Wadsworth.

4. Weiten, W. (2013). Psychology: Themes and variations, 9th ed. New York:

Brooks/Cole Publishing Co.

5. Kosslyn. S.M. (2006). Psychology in context, 3rd edn. New Delhi: Pearson Education.
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Semester: IV Total 54 Hours
Credits: 2 Weekly hours: 3

PG 1431: PSYCHOLOGY OF INDIVIDUAL DIFFERENCES
Course Outcomes
CSO 1: Describe the diversity in human behavior.
CSO 2: Explain how individual differences influence beliefs, values and interactions with
others, intelligence and personality of an individual.
CSO 3: Use knowledge of personality and intelligence in formulating career choices.
CSO 4: Critique the basic theories of intelligence and personality.
CSO 5: Identify the basic concepts in stress and health.
CSO 6: Use skills to manage stress and lead a healthy way of life.

Module 1: Individual Differences 12 Hours
Causes of individual differences: Role of heredity and environment - Individual differences:
Differences in interests — differences in attitudes — differences in aptitudes — differences in values
— differences in level of aspirations — differences in self concept — differences in achievements —
differences in study habits — differences in psychomotor skills — Psychological differences between
groups.

Module 2: Intelligence 15 Hours
Meaning and definition - Theories: Two factor theory, Group factor theory - Sternberg’s triarchic
theory, Gardner’s seven intelligences — Cattell’s theory of fluid and crystallized intelligence.
Individual differences in intelligence: role of heredity and environment in intelligence —
intellectual disability -

Assessment of intelligence: Historical development of intelligence testing- The Stanford Binet
Intelligence Scale- The concept of 1Q - Intelligence tests: Individual test- Group tests — individual
verbal and performance tests — group verbal and nonverbal tests. — Creativity: Nature and
characteristics — convergent and divergent thinking - Emotional intelligence.

Module 3: Personality 12 Hours
Definition-determinants of personality: biological determinants psychological determinants —
social and cultural determinants - Approaches to personality: Psychoanalytic approach: Sigmund
Freud. Humanistic approach: Rogers, Maslow. Trait approach: Allport — Cattell - Eysenck. The
Big five factors. Cognitive-Behavioral

approaches: Skinner — Bandura’s social learning theory. Assessment of personality: Observation
— situational tests — questionnaires — Rating scale — interview — Projective technique.

Module 4: Stress, Coping and Health 15 Hours

Definition of stress — Nature of stress - stressors — environmental stressors: catastrophes — major
life changes — hassle. Psychological stressors: pressure — uncontrollability — frustration — conflict.
Social factors in stress: poverty, job stress — culture. Responding to stress: emotional responses —
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physiological responses: the fight or flight responses, General Adaptation Syndrome and Brain
body pathways — behavioral responses. Effects of stress on psychological functioning — effects of
stress on physical health - Coping with stress: problem focused coping — emotion focused coping
— meditation as a coping mechanism — culture and coping — religion and coping — social support
and coping.

References
1. Ciccarelli, S.K. & White, J.N. (2018). Psychology, 5th Edn. Prentice Hall: NY
2. Baron, R.A. & Misra, G. (2016). Psychology, fifth edn. New Delhi: Pearson India
Educational Services Pvt. Ltd.
3. Coon, D. & Mitterer, J.O. (2007). Introduction to psychology: Gateways to mind and
behavior, (11th ed.). (Indian Edition). New Delhi: Thomson Wadsworth.
4. Weiten, W. (2013). Psychology: Themes and variations, 9th Ed. New York: Brooks/Cole
Publishing Co.
Kosslyn. S.M (2006). Psychology in context, 3rd Ed. New Delhi: Pearson Education.
6. Mangal, S.K. (2007). Essentials of Educational Psychology. New Delhi: Prentice Hall of
India Pvt. Ltd.
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PG1646 PROJECT

Course Outcomes

CSO 1: To implement the research methods in Psychology.

CS02: To carry out fundamentals of Research Plan in Psychology
CSO 3 :To use the basic knowledge of steps in scientific investigation.
CSO 4 :To illiterate the basic knowledge of project writing.

Guidelines
1. Project can be an exploratory study, which may be qualitative or quantitative in nature
2. The size of the sample can be limited to the minimum required to arrive at reliable conclusion.
3. The Study should focus on one dependent variable only
4. The recommended statistical procedures are univariate technique like Correlation. t-test, chi-
square, and one way ANOVA. Multivariate analysis shall be avoided.
5. Project should comprise of 3 chapter's
- Chapter | introduction
- Chapter 1l Method
- Chapter 111 Analysis & Interpretation
6. The number of pages shall be limited to a maximum of 40 excluding reference and appendix
7. Introductory Chapter should have introduction, Review, Statement of the Problem and Need
and Significance of the Study( 10-15pages)
8. Method- should have Sample, Tools, Data Collection procedure, Statistical Analysis used (10-
15pages)
9. Analysis should have Results, Discussion, Conclusions, Limitations, Suggestions. (10-20

Pages

10. The font shall be Time New Roman, size 12, typed in Double space

11. The Maximum font size for subtitles shall be 14.

12. The printed report should contain Acknowledgement by the candidates, Certificates signed

by supervising faculty and HOD and Declaration by the candidates.
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COMPLEMENTARY ZOOLOGY
(FOR B.Sc PSYCHOLOGY COURSE)

From 2019 admission onwards
Semester 1 ZO. 1131 Complementary Course |

BRAIN AND BEHAVIOUR
Semester 2 ZO 1231 Complementary Course 111

SENSORY PHYSIOLOGY
Semester 3 ZO 1331 Complementary Course V

PHYSIOLOGY OF MOTIVATION
Semester 4 ZO 1431 Complementary Course VII

PHYSIOLOGY OF EMOTION AND COGNITION



Semester | : Complementary Coursel Total hours: 54hrs
(Credits 2, Weekly3)

Course Code 201131

BRAIN AND BEHAVIOUR
1. Neurophysiology (12hrs)
1.1. Neuron-structure and function

1.2. Types of neurons — myelinated and unmyelinated; unipolar, bipolar and
multipolar; sensory, motor and interneurons

1.3. Glial Cells-different types and functions

1.4. Nerve impulse generation and transmission-Resting membrane potential,
action potential, hyperpolarization, saltatory conduction, threshold stimulus and
potential, latent period, All or none law, Refractory period

1.5. Synaptic transmission-chemical transmission across synapse, electrical
transmission, synaptic delay, synaptic fatigue

1.6. Neurotransmitters — types (brief mention about acetyl choline, aspartic acid,
glutamic acid, serotonin, histamine, adrenalin, glycine, GABA, dopamine),
synthesis, transport, storage, release and diffusion, activation of receptors of the
postsynaptic cell, inactivation and reuptake, negative feedback from postsynaptic
cell. Role of neurotransmitters in psychotic behavior

2. Techniques in Physiological Psychology (Components, Principle and
application) (8 hrs)

2.1 CT Scan

2.2. PET Scan

2.3. MRI and functional MRI
2.4. NMR

2.5. rCBF



2.6. Brain lesioning and Deep brain stimulation (mention stereotactic surgery)
2.7. Transcranial magnetic stimulation

2.8. EEG (mention different types of brain waves

3. Nervous System and behavioural functions (18 hrs)
3.1. Overview of human Central nervous system

3.2. Structural overview of the brain — forebrain, midbrain and hind brain

3.3. Limbic system and hypothalamus — functional anatomy, behavioural and
motivational functions of the hypothalamus and associated limbic structures,
functions of hippocampus, amygdala and limbic cortex

3.4. Motor functions of Cerebellum, basal ganglia and spinal cord; spinal cord
reflexes — monsynaptic and multisynaptic

3.5. Non- neural material in the CNS — non-neural cells (Schwann cells,
neuroglia, microglia, ependymal cells, oligodendrocytes and astrocytes),
meninges, cerebral blood flow, ventricles of the brain and cerebrospinal fluid,
blood brain barrier

3.6. Neuroplasticity of brain

3.7. Peripheral nervous system, Autonomic nervous system; The brain in action:
sensory and motor processing.

4. Cerebral cortex and language functions (16 hrs)

4.1. Physiologic anatomy of cerebral cortex — cortical neurons- stellate and
pyramidal cells; cortical areas sensory and motor areas and their classification;
sensory and motor homunculus; functions of specific cortical areas

4.2. Brief mention about Cerebral lateralization and handedness,
interhemispheric differences and sex differences in cerebral function

4.3. Language functions of cerebral cortex - Wernicke’s area, Broca’s area,
Motor cortex, Arcuate fasciculus, Wernicke- Geshwind model of language
perception and production; Brain damage and language - Wernicke’s aphasia,
Broca’s aphasia; Conduction aphasia, Global aphasia, Transcortical aphasia



Reference:

1. S. Marc Breedlove, Neil Verne Watson and Mark R. Rosenzweig (2010)
Biological Psychology: An introduction to behavioural, cognitive and clinical
neuroscience, 6th Edition, Sinauer Associates, Incorporated Publishers.

2. Arthur C. Guyton and C.E. Hall (2010) Text Book of Medical Physiology,
Elsevier Publishers.

3. Sabyasachi Sircar, (2008) Principles of Medical Physiology, 2nd Edition,
Thieme Publishers.

4. James W. Kalat (2009) Biological Psychology, 10th Edition, Wadsworth

5. John P.J. Pinel, Biopsychology, Pearson International Edition



Semester |1 : Complementary Course 111 Total hours: 54
(Credits 3, weekly hours3)

Course Code 201231 SENSORY PHYSIOLOGY

1. Vision (14 hrs)

1.1. Structure of eye — anatomy and function of the structural elements of the
retina

1.2. Photochemistry of vision — visual receptors, rhodopsin-retinal visual cycle,
light and dark adaptation

1.3. Colour vision — theories, tricolour mechanism of colour detection, colour
blindness

1.4. Neural function of the retina — neural circuitry, ganglion cells

1.5. Neurophysiology of vision -Visual pathways, visual cortex, binocular vision
and accommodation, neuronal patterns for analysis of visual image, detection of
colour, motion and depth, control of eye movements, control of accommodation
and pupillary aperture

1.6. Visual defects
2. Audition (10 hrs)
2.1. Structure of ear — anatomy and functions of the structural components

2.2. Process of hearing, determination of sound frequency — place theory and
volley theory; determination of loudness

2.3. Auditory pathways
2.4. Localization of sound - brain systems that analyze binaural cues

2.5. Hearing defects

3. Chemical senses — Taste and Smell (8 hrs)

3.1. Gustation - Taste receptors and their mechanisms — perception of salty, sour,
sweet, bitter and umami tastes; Transmission of taste information to brain;Taste
preference



3.2. Olfaction - Olfactory membrane and receptors, transmission of smell signals
to the brain, mechanism of olfactory coding and perception, categorizing odours;
olfactory disorders

3.3. Interaction of taste and smell
4. Cutaneous senses and proprioceptive senses (12 hrs)

4.1. Touch and Pressure receptors: -Meissner’s corpuscle, Markel’s discs,
Pacinian corpuscle, Ruffini’s ending

4.2. Thermoreceptors: -warm and cold receptors, A-delta fibres, C-fibres,
Mention Transient Receptor Potential (TRP) receptors

4.3. Position Senses: -Muscle spindle and Golgi Tendon Organ

4.4. Vestibular Senses (Labyrinthine Sense): -Otolith organs in inner ear (Utricle
and Saccule- Structure and function), Semi-circular Canals-crista ampullaris
(structure and function)

4.5. Mention Labelled Line principle
5. Pain (10 hrs)
5.1. Nociceptor-Different types, mention TRP channel, hyperalgesia

5.2. Different Types of Pain-Acute pain and chronic Pain, Neuropathic pain,
Phantom Limb pain and mirror box, Psychogenic pain, pain asymbolia, mention
referred pain and visceral pain; Headache — intracranial and extracranial; clinical
abnormalities of pain and other somatic sensations — hyperalgesia, thalamic
syndrome, Herpes Zoster, Tic Douloureux, BrownSequard Syndrome

5.3. Pain Suppression system in the brain and spinal cord-Analgesia system in
brain and spinal cord (periaqueductal gray , periventricular areas, raphe magnus
nucleus, dorsal horn etc), Ascending and descending pathway of pain
suppression, mention brain opiate system (endorphins and enkephalins), Gate
control theory-Melzack and Wall

5.4. Pain Treatment and management: -Opioid and non-opioid analgesics,
Antiinflammatory drugs, cannabinoids, muscle relaxants, Acupuncture, Placebo
effect, TENS



Reference

1. Frederick Toates (2011) Biological Psychology, 3rd edition, Pearson
Education Ltd

2. S. Marc Breedlove, Neil Verne Watson and Mark R. Rosenzweig (2010)
Biological Psychology: An introduction to behavioural, cognitive and clinical
neuroscience, 6th Edition, Sinauer Associates, Incorporated Publishers.

3. Arthur C. Guyton and C.E. Hall (2010) Text Book of Medical Physiology,
Elsevier Publishers.

4. Sabyasachi Sircar, (2008) Principles of Medical Physiology, 2nd Edition,
Thieme Publishers.

5. James W. Kalat (2009) Biological Psychology, 10th Edition, Wadsworth 6.
John P.J. Pinel, Biopsychology, Pearson International Edition



Semester 111 : Complementary Course V Total hours: 54
Z01331 (Credits 3, Weekly hours 3)
PHYSIOLOGY OF MOTIVATION

1. Physiological basis of wakefulness and sleep (14 hrs)
1.1. Physiological activity during sleep

1.2. Mechanism of sleep-waking rhythm - circadian rhythm — Suprachiasmatic
nuclei, biochemistry of circadian rhythm

1.3. Functions of sleep
1.4. Characterizing sleep — NREM sleep and REM sleep

1.5. Neural control of sleep — ARAS, brain stem nuclei, noradrenergic systems,
serotonergic systems, cholinergic systems, reciprocal interaction model of sleep,
role of hypothalamus, sleep factor

1.6. Endocrine manifestations of sleep and wake
1.7. Biological perspectives on dreaming

1.8. Disruption of sleep and rhythms — insomnia, SADS, narcolepsy, Slow
wave sleep disorders, REM sleep disorders, disruption of circadian rhythm, jet
lag

2. Physiological basis of eating (12 hrs)
2.1. Feeding centres in the brain — hypothalamus

2.2. Internal cues for feeding — glucose based signal, fat based signal

2.3. Satiety — determinants of satiety

2.4. Neural and hormonal mechanisms of eating — hypothalamus, role of arcuate
nucleus, orbitofrontal cortex and chemical factors — NPY, ghrelin, insulin,
aMSH, leptin; Palatability — role of opioids, GABA, taste aversion learning



2.5. Abnormalities of feeding — excessive food craving, obesity, anorexia
nervosa,

3. Physiological basis of drinking (12 hrs)
3.1. Hypothalamic control of thirst — osmotic and volemic thirst
3.2. Thirst receptors — signalling the brain

3.3. Regulating drinking behaviour — off signal — the lateral hypothalamic
syndrome

3.4. Thirst satiety

3.5. Normal drinking — neuroscience of drinking, the cellular stimulus,
extracellular stimulus, food related drinking, spontaneous drinking

4. Physiological basis of sexual behavior (16 hrs)

Define sex; dynamics of sexual behavior- mating patterns based on number of
mates & breeding period- estrus, frequency of sexual behavior; external control
of sexual behavior-Coolidge effect; external cues, brain and sexual
behaviorperformance circuit- nervous system during sexual intercourse;
hormones and sexual behavior- role of hypothalamus, pituitary and gonads-
Control of the secretion of sex hormones in male and female; Role of
pheromones; Chemical interventions and sexual behaviour — chemicals that
target dopamine, serotonin; Sexual orientation

Reference

1. Frederick Toates (2011) Biological Psychology, 3rd edition, Pearson
Education Ltd.

2. S. Marc Breedlove, Neil Verne Watson and Mark R. Rosenzweig (2010)
Biological Psychology: An introduction to behavioural, cognitive and clinical
neuroscience, 6th Edition, Sinauer Associates, Incorporated Publishers.

3. Arthur C. Guyton and C.E. Hall (2010) Text Book of Medical Physiology,
Elsevier Publishers



. 4. Sabyasachi Sircar, (2008) Principles of Medical Physiology, 2nd Edition,
Thieme Publishers.

5. James W. Kalat (2009) Biological Psychology, 10th Edition, Wadsworth
6. John P.J. Pinel, Biopsychology, Pearson International Edition

7. Levinthal, C.F. Introduction to Physiological Psychology. New Delhi Prentic
—Hall

8. Schneider, A.M. and Tarshis, B. An Introduction to Physiological
Psychology. New York: Random House.



Semester 1V : Complementary Course VII Total hours:
54

(Credits 3, Weekly hours 3)
Course Code Z0 1431
PHYSIOLOGY OF EMOTION AND COGNITION
1. Neural basis of emotion (14 hrs)

1.1. Theories of emotion — physiological theories, biological theories,
evolutionary theories 1.2. Neural mechanisms in emotion expression and
emotion recognition - Limbic system — hypothalamus — amygdala —
orbitofrontal cortex — cingulated cortex, hemispheric lateralization and emotion

1.3. Aggression — nature of aggression, hormones and aggression, neural
mechanisms of aggression

1.4. Neural basis of pleasure
2. Clinical aspects of emotion (10 hrs)

2.1. Clinical Aspects of Emotion - Stress - Eustress and Distress - Stressors and
Health effects - Coping mechanisms - Physiological aspects of stress -
Psychological aspects of stress - Stress related disorders - Emotional breakdown
- Cognitive breakdown.

3. Physiology of learning (16 hrs)

3.1. Learning — definition and types of learning - Motor, Verbal, Concept,
Discrimination 3.2. Principles of learning - Problem solving, Attitude learning

3.3. Early learning discoveries- Pavlov’s experiments, contributions of
Thorndike, Kohler and Skinner

3.4. Learning and nervous system- pseudolearning, role of cortex in
learninglLashley’s work, role of hippocampus in learning- Thompson’s work,
learning outside hippocampus, synaptic basis of learning- Hebbian theory,
Kendel’s findings

3.5. Neural mechanisms of sensitization & habituation
4. Physiology of memory (14 hrs)

4.1. Criteria of memory



4.2 Brain structures involved in memory — spinal memory, cerebellum,
diencephalic structures, hippocampus, limbic system

4.3. Types of memory — declarative/explicit, non-declarative/implicit, semantic
and episodic memories, long term and short term memories, engram, working
memory

4.4. Neural basis of memory — cortical areas of memory storage, long term
potentiation (LTP), Human amnesic syndrome, Korsakoff’s syndrome

4.5. Cellular mechanisms of memory — changes in neuronal activity, structural
changes, Hebb synapse

Reference

1. Frederick Toates (2011) Biological Psychology, 3rd edition, Pearson
Education Ltd.

2. S. Marc Breedlove, Neil Verne Watson and Mark R. Rosenzweig (2010)
Biological Psychology: An introduction to behavioural, cognitive and clinical
neuroscience, 6th Edition, Sinauer Associates, Incorporated Publishers.

3. Arthur C. Guyton and C.E. Hall (2010) Text Book of Medical Physiology,
Elsevier Publishers.

4. Sabyasachi Sircar, (2008) Principles of Medical Physiology, 2nd Edition,
Thieme Publishers.

5. James W. Kalat (2009) Biological Psychology, 10th Edition, Wadsworth
6. John P.J. Pinel, Biopsychology, Pearson International Edition

7. Levinthal, C.F. Introduction to Physiological Psychology. New Delhi Prentic
—Hall

8. Schneider, A.M. and Tarshis, B. An Introduction to Physiological Psychology.
New York: Random House.
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UNIVERSITY OF KERALA
FIRST DEGREE PROGRAMME IN STATISTICS
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EFECTIVE FROM 2022 ADMISSIONS
(Revised)
Aims and Objectives of the Programme

Aims:

The aim of the programme is to provide a solid foundation in all aspects of
Statistics and to show a broad spectrum of modern trends in Statistics and to develop
experimental, computational and application skills of students. The syllabus is framed
in such a way that it bridges the gap between the higher secondary and post graduate
levels of Statistics by providing a more complete and logical framework in almost all
areas of basic Statistics. The new, updated syllabus is in accordance with the paradigm

of outcome-based education (OBE). The programme also aims at:

Q) providing education in Statistics of the highest quality at the undergraduate
level and produce graduates of the calibre sought by industries and public

service as well as academic teachers and researchers of the future.
(i)  attracting outstanding students from all backgrounds.

(i) providing an intellectually stimulating environment in which the students have
the opportunity to develop their skills and enthusiasms to the best of their

potential.
(iv)  maintaining the highest academic standards in undergraduate teaching.

(v)  imparting the skills required to gather information from resources and use

them.



(vi)  equipping the students with methodologies related to Statistics.

Objectives:

By the end of the second semester, the students should have:

(1)

(i)

attained a common level in elementary and basic principles of Statistics
and laid a strong foundation in Mathematics for their future courses.

developed their experimental and data analysis skills through a wide
range of expertise in handling applications of Statistics by their training

acquired in the statistics lab.

By the end of the fourth semester, the students should have:

(i)

(iii)
(iv)

been introduced to powerful tools for tackling a wide range of topics in
statistical methods and distribution theories

become familiar with additional relevant mathematical techniques.
further developed their experimental skills through a series of practical
training imparted in the statistical lab, which is an integral part of the

proposed new curriculum.

By the end of the sixth semester, the student should have.

(i)

(i)

(iii)

covered a range of topics in almost all areas of Statistics including a
statistical inference, sample survey, design of experiments, operations
research, statistical quality control and other applied areas.

had expertise and independence in handling real life applications of
Statistics as demonstrated in their project work.

developed their understanding of Statistics as an important branch of

science having applications in all areas of learning.



Course Structure:

Sem | Course title Instructional | Credit | Total Evaluation
Hours / week Hours / weightage
Semester
L P Internal | External
| | ST 1141 Statistical Methods | | 2 2 4 72 20% 80%
Il | ST 1241 Statistical Methods Il | 2 2 3 72 20% 80%
(Foundation course 2)
11 | ST 1341 Probability and 3 2 3 90 20% 80%
Distributions-I
IV | ST 1441 Probability and 3 2 3 54 20% 80%
Distributions-11
ST 1442 Practical | 3 36
V | ST:1541 Limit Theorems and | 3 2 4 90 20% 80%
Sampling Distributions
ST 1542 Estimation 3 2 3 90
ST 1543 Testing of Hypothesis | 3 2 3 90
ST 1544 Sample Survey 3 2 4 90
Methods
ST 1551 Open Course 1 3 2 54
Project 2 - 36
VI | ST 1641Design of 4 3 4 126 20% 80%
Experiments and Vital
Statistics
ST 1642 Applied Statistics 4 4 108
ST 1643 Operations Research | 4 4 108
and Statistical Quality Control
ST 1644 Practical 11 4
ST 1645Practical 111 3
ST 1646 Project 3 4 54
ST 1661 Open Course 2 3 2 54
(Elective)

L — Lecture, P — Practical (Lab). For Practical hours, there shall be one faculty member in
charge of every 16 students (based on sanctioned strength) in accordance with University

regulations.



Course Structure for Practical courses and Project for the Core Course

Sem | Title of the Paper Duration | No. of | Evaluation Allotted hours Per
of Exam | credits | weightage week
LA E.A

v ST:1442 Practical I | 2 hrs 3 1 3 Si/ S2-2

S3/Ss- 2
VI ST:1644 Practical Il | 2 hrs 4 1 3 Ss-8
ST:1645Practical 1l | 2 hrs 3 1 3 Se-7
ST:1646 Project 4 1 3 Ss-2
Se-3

I. A. — Internal Assessment; E. A. — External Assessment.

Project/Internship: In Semesters V and VI, students shall carry out a Project or Internship,
which the College may choose according to the infrastructure facilities available and
convenience. In either case a duly certified Report shall be submitted to the University for

evaluation.



General Course Structure of the First Degree Programme in Statistics
B.Sc. Statistics Degree Programme

| Semester- Core Course 1
ST 1141: Statistical Methods |
Hours/Week: 4

Course Qutcomes

On completion of the course, the students should be able to:

CO.1: Describe origin and meaning of Statistics, its uses and relation with other disciplines
and its limitations and misuses

C0.2: Describe methods of collection of primary data and sources of secondary data

CO.3: Design a questionnaire and a schedule

C0.4: Classify and tabulate data

CO.5: Diagrammatically represent data through line diagram, bar diagrams, pie diagrams,
pictograms, cartograms and graphically represent frequency distribution by frequency
polygon, frequency curve and ogives

CO.6: Learn measures of central tendency and measures of dispersion, describe their
properties

CO.7: Learn positional averages — quartiles, deciles and percentiles

C0.8: Learn moments - raw and central moments and their inter-relationships and describe
Sheppard’s corrections for moments for grouped data

CO.9: Describe skewness and kurtosis and learn various measures of them

CO.10:Practicals:
Use R built in functions to solve numerical problems associated with topics covered

in various modules

Module Outcomes

SI. No: Outcomes Taxonomy
On completion of each module, students will be able to: Level
Module: | MO 1.1 Describe origin and meaning of Statistics: General | Remember

uses, relation with other disciplines

MO 1.2 Describe limitations and misuses of Statistics Remember




MO 1.3 Describe different scales of measurement Understand
MO 1.4 Describe methods of collection of primary data Understand
MO 1.5 Describe sources of secondary data Understand
MO 1.6 Classify and tabulate a given data Analyze
MO 2.1 Diagrammatically present line diagram, bar Understand
Module: 11 diagrams and pie diagrams
MO 2.2 Diagrammatically represent data through Understand
pictograms, cartograms
MO 2.3  Graphically represent frequency distribution by Apply
frequency polygon, frequency curve and ogives
MO 3.1 Demonstrate measures of central tendency- Apply
Module:1lI arithmetic mean, weighted arithmetic mean,
median, mode, geometric mean, harmonic mean
MO 3.2 Describe properties of these averages Understand
MO 3.3 Describe positional averages such as quartiles, Understand
deciles and percentiles
MO 4.1 Describe measures of dispersion- range, quartile Apply
Module: 1V deviation, mean deviation, standard deviation
MO 4.2 Explain properties of these measures Understand
MO 4.3 Describe coefficient of variation as a measure of Analyze
relative measure of dispersion
MO 5.1 Describe raw and central moments Understand
Module: V MO 5.2 Explain interrelationships - raw and central Apply
moments
MO 5.3 Describe Sheppard’s corrections for moments for Understand
grouped data
MO 5.4 Define of skewness and kurtosis Understand
MO 5.5 Demonstrate measures of skewness and kurtosis Apply
Module: VI MO 6.1 Use R built in functions to solve numerical Apply

(for practical

exam only)

problems associated with topics covered in

various modules




COURSE CONTENT

Module 1 Origin and meaning of Statistics: General uses, relation with other disciplines,
Limitations and misuses of Statistics, Different scales of measurement, Methods of collection
of primary data. Designing of a questionnaire and a schedule. Sources of secondary data.
editing of data, Classification and tabulation of data

Module Il Diagrammatic presentation- line diagram, bar diagrams and pie diagrams.
Diagrammatic representation of data, pictograms, cartograms etc., Graphical representation
of frequency distribution by frequency polygon, frequency curve and ogives

Module 11l Measures of central tendency-arithmetic mean, weighted arithmetic mean,
median, mode, geometric mean, harmonic mean. Properties of these averages. Positional

averages — quartiles, deciles and percentiles.

Module IV Measures of dispersion- range, quartile deviation, mean deviation, standard
deviation. Properties of these measures. Relative measures of dispersion — coefficient of

variation.

Module V Moments - raw and central moments and their interrelationships, Sheppard’s

corrections for moments for grouped data. Definition and measures of skewness and kurtosis.

Module VI Practical based on Modules | to V. Practical is to be done using R package.

References:

1. Anderson, T.W. and Sclove, S. L. (1978). An Introduction to Statistical Analysis of
Data. Houghton Miffin/co, USA.

2. Anderson, T.W. and Finn, J.D. (2012). The New Statistical Analysis of Data. Springer
Science & Business Media, New York.

3. Croxton, F.E. and Cowden, D.J. (1973). Applied General Statistics. Prentice Hall of
India, New Delhi.

4. Gupta S.C. and Kapoor, V.K. (1984). Fundamentals of Mathematical Statistics.
Sultan Chand & Co., 3rd Edn, New Delhi.
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5. Kendall, M.G. (1943). Advanced Theory of Statistics Vol-I. Charles Griffin: London.

6. Saxena, H.C. (1983). Elementary Statistics. S. Chand & Co., New Delhi.

7. Snedecor, G.W. and Cochran, W.G. (1967). Statistical methods. lowa State University
Press, United States.

8. Spiegel, M. R. (1961). Theory and Problems of Statistics. Schaum’s outline series,
New York.

9. Yule, G.U. and Kendall, M.G. (1956). Theory and Problems of Statistics. Charles
Griffin, London.

Il Semester- Core Course 2
ST 1241: Statistical Methods - 11
Hours/Week: 5

Course Qutcomes

On completion of the course, the students should be able to:
CO.1: Describe the concept of correlation and compute Karl Pearson’s correlation coefficient
and Spearman’s rank correlation coefficient.
CO0.2: Discuss partial and multiple regressions for three variables.
CO0.3: Describe the concepts of curve fitting.
CO.4: Fit the regression equations using the method of least squares.
CO.5: Describe data mining and data warehousing.
CO0.6: Define data mining models and algorithms.
CO.7: Practicals:
Use R built in functions to solve numerical problems associated with topics covered

in various modules

Module Outcomes

SI. No: Outcomes Taxonomy
On completion of each module, students will be able to: Level
MO 1.1 Describe Coefficient of Correlation. Understand
Module: | MO 1.2 Compute Karl Pearson’s Coefficient of Correlation. Apply




MO 1.3 Describe Rank Correlation Coefficient. Understand
MO 1.4 Compute Spearman’s Rank correlation coefficient. Apply
MO 1.5 Describe Correlation Ratio. Remember
MO 2.1 Explain Association of attributes. Understand
Module:1] MO 2.2 Describe the concepts of curve fitting. Understand
MO 2.3 Discuss partial and multiple regressions for three Remember
variables.
MO 3.1 Explain the regression equations. Understand
Module: 111 MO 3.2 Derive the angle between regression lines. Understand
MO 3.3 Define standard error, probable error and coefficient of | Remember
determination.
MO 4.1 Describe Data mining and data warehousing. Remember
Module: [V MO 4.2 Describe OLAP. Remember
MO 4.3 Explain summarization and visualization of data Remember
mining.
MO 4.4 Explain clustering and link analysis of data mining. Remember
MO 4.5 Describe predictive data mining. Remember
MO 5.1 Describe Neural Networks. Remember
Module: V MO 5.2 Define Decision trees. Remember
MO 5.3 Explain logistic regression. Remember
MO 5.4 Explain discriminant analysis. Remember
MO 5.5 Define Nearest neighbourhood techniques. Remember
Module: VI MO 6.1 Use R built in functions to solve numerical problems Apply

(for practical

exam only)

associated with topics covered in various modules

COURSE CONTENT

Module I Correlation- scatter diagram, Karl Pearson’s coefficient of correlation and its

properties, correlation ratio. Concept of rank correlation, Spearman’s rank correlation

coefficient, repeated ranks.
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Module Il Association of attributes, partial and multiple correlation for three variables
(without proof). Curve fitting and principle of least squares- fitting of first degree, second

degree, power curves and exponential curves.

Module 111 Simple regression analysis- regression equations by method of least squares,
linear regression coefficients and its properties. Angle between the regression lines. Standard

error, probable error, coefficient of determination.

Module IV Introduction. Data mining and data warehousing; Data mining and OLAP; Data
Description for data mining (Summaries and Visualization, Clustering, Link Analysis)
Predictive data mining: Types of predictions (Classification, Regressions and Time series)

Module V Networks; Decision trees; Logistic regression, Discriminant analysis, Nearest

neighbourhood techniques.

Module VI Practical based on Modules I to V. Practical is to be done using R package.

References

1. Andrew S. Tanenbaum (1996). Computer Networks. 3™ edition, Bratislava. ISBN-10.

2. David W. Hosmer and Stanley Lemeshow (2000). Applied Logistic Regression. 2"
edition. Wiley series in probability and statistics, New York.

3. Eibe Frank and Mark Hall (2011). Data mining; practical machine learning tools and
techniques. 3™ Edition. Elsevier India.

4. Gupta S. C. and Kapoor, V. K. (1984). Fundamentals of Mathematical Statistics.
Sulthan Chand & Co. 3" edition. New Delhi.

5. Gupta, G. K. (2011). Introduction to Data mining with case studies. PHI. New Delhi.

6. Michael J. Craley (2013). The R Book, second edition, Wiley, New York.

7. Purohit, S. G., Deshmukh, S.R., & Gore, S. D. (2008). Statistics using R. Alpha
Science International, United Kingdom.

8. Saxena H.C. (1983). Elementary Statistics. S. Chand & Co., New Delhi. ISBN-
9788121909259.

9. William R Klecka (1980). Discriminant Analysis. Sage publications, Inc., New York.
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10. William Stallings (2005). Wireless Communications. Pearson Prentice Hall, UK.

Web Resources:
www.fecu.cdu/support/office2000
www.openoffice.orgOpen Office web site
www.microsoft.com/officeMS Office web site
www.lgts.orgOffice on-line lessons
www.learnthenct.comWeb Primer
www.computer.org/history/timeline
www,.compuierhistory.org
hitp://computer.howstulTworks.com
www.keralaitmission.org
www.technopark.org
http://ezinearticles.com/?Understanding-The -Operation-Of-Mobile -Phone —~Networks & 1d=68259

111 Semester- Core Course 3
ST 1341: Probability and Distributions — |

Hours/Week: 5

Course Outcomes

On completion of the course, the students should be able to:

CO.1: Describe random experiment, sample space, events, types of events.

C0.2: Describe various definitions of probability, conditional Probability and multiplication
theorem, and their applications in problem solving

C0.3: Learn the concept of geometric probability

CO.4: Describe univariate random variables in Discrete as well as in continuous cases,
distribution function, probability mass function and probability density function, apply
their properties in problem solving

CO.5: Describe bivariate random variable, joint distribution function, joint probability mass
function, marginal and conditional distributions, independence of random variables
and apply their properties in problem solving

CO.6: Describe functions of random variables both in univariate and bivariate cases,
transformations of random variable and apply the concepts in problem solving

CO.7: Describe mathematical expectation, expectation of function of random variables (up to

bivariate case) and apply its properties in problem solving
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CO.8: Apply the concepts of correlation coefficient, conditional expectation (regression

function), and conditional variance in problem solving

CO.9: Learn various generating functions and their properties
CO0.10: Practicals:
Use R built in functions to solve numerical problems associated with topics covered

in various modules

Module Outcomes

Sl. No: Outcomes Taxonomy
On completion of each module, students will be able to: Level
MO 1.1 Describe random experiment, sample space, events, Understand
Module: | types of Events
MO 1.2 Define mathematical, statistical and axiomatic definitions | Understand
of Probability
MO 1.3 Describe probability space, elementary properties of Apply
probability, Addition theorem
MO 1.4 Demonstrate conditional probability, multiplication Understand
theorem
MO 1.5 Demonstrate Bayes theorem and its applications Apply
MO 1.6 Describe concept of geometric probability Understand
MO 2.1 Describe univariate random variables in discrete and Understand
Module: 11 continuous cases
MO 2.2 Describe distribution function of a random variable and Understand
its properties
MO 2.3 Demonstrate probability mass function, probability Understand
density function and their properties
MO 2.4 Demonstrate functions of random variable, Understand
transformation of random variable (univariate)
MO 3.1 Describe bivariate random variable Understand
Module: 111 MO 3.2 Describe joint distribution function and its properties Understand
(bivariate case)
MO 3.3 | Demonstrate joint probability mass function and joint Understand
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probability density function and their properties
(bivariate case)

MO 3.4 Demonstrate marginal and conditional distributions Apply
(bivariate case)
MO 3.5 Demonstrate independence of random variables Apply
(bivariate case)
MO 3.6 Demonstrate Jacobian of transformations (bivariate case) | Understand
MO 4.1 Demonstrate Mathematical expectation and its properties | Apply
Module: IV | MO 4.2 Demonstrate expectation of function of bivariate random | Understand
variables
MO 4.3 Describe moments of univariate and bivariate random Apply
variables
MO 4.4 Describe Cauchy — Schwartz inequality Understand
MO 4.5 Calculate correlation coefficient of random variables Apply
MO 4.6 Describe conditional expectation (regression function) Apply
MO 4.7 Describe examples of random variables whose Remember
expectation do not exist
MO 5.1 Describe generating functions— probability generating | Apply
Module: V function, moment generating function, characteristic
function, cumulant generating function, their properties
MO 5.2 Demonstrate the derivation of moments from generating | Understand
functions
MO 5.3 Describe bivariate moment generating function Understand
MO 5.4 Describe examples of random variables whose moment Remember
generating function do not exist
Module: VI
(for practical | MO 6.1 Use R built in functions to solve numerical problems Apply

exam only)

associated with topics coveredin various modules

COURSE CONTENT

Module I Random Experiment, Sample Space, Events, Types of Events, Mathematical and

Statistical definitions of Probability, Axiomatic definition, Probability space, Elementary
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properties of probability, Addition theorem, Conditional Probability, Multiplication theorem,
Concept of geometric probability, Bayes theorem and its applications.

Module Il Random variable, Distribution function of a random variable, Its properties,
Discrete and Continuous type random variables, probability mass function and probability
density function, their properties, functions of random variables, transformation of random

variables.

Module 111 Bivariate random variable, joint distribution function and its properties, joint
probability mass function and joint probability density function and their properties, marginal
and conditional distributions, independence of random variables, Jacobian of transformations.

Module 1V Mathematical expectation examples, properties, addition and multiplication
theorem on expectation, expectation of function of random variables, moments-univariate and
bivariate, Cauchy — Schwartz inequality, correlation coefficient, conditional expectation
(regression function), conditional variance, examples of random variables whose expectation

do not exist.

Module V Generating functions— probability generating function, moment generating
function, characteristic function, cumulant generating function, their properties derivation of
moments from generating functions, bivariate moment generating function, examples of
random variables whose moment generating function do not exist.

Module VI Practical based on Modules I to V. Practical is to be done using R package.

References:

1. Bhat, B. R., Sri. Venkata Ramana T and Rao Madhava K. S. (1977). Statistics: A
Beginners Text Vol- 2, New Age International (P) Ltd., New Delhi.

2. F. M. Dekkingetal. (2005). A Modern Introduction to Probability and Statistics.
Springer Verlag, New York. 9

3. Goon A. M., Gupta N.K., Das Gupta B. (1999). Fundamentals of Statistics. Vol. 2
World Press, Kolkatta.
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4. Gupta, S.C. and Kapoor, V.K. (2002). Fundamentals of Mathematical Statistics,
Sulthan Chand, New Delhi.

5. Hogg, R.V. and Craig, A.T. (1970). Introduction to Mathematical Statistics. Pearson
Education Pvt. Ltd, UK.

6. Mukhopadhaya, P. (1996). Mathematical Statistics. New Central Book Agency (P)
Ltd., Calcutta.

7. Rohatgi, V. K. An Introduction to Probability Theory and Mathematical
Statistics.Wiley eastern Limited

8. Rohatgi, V. K and Saleh, A.K.MD. (2001). An Introduction to Probability and
Statistics. 2nd edition. John Wiley & Sons, Inc., New York.

9. Wilks, S.S. (1964). Mathematical Statistics, John Wiley, New York.

IV Semester- Core Course 4
ST 1441: Probability and Distributions — 11
Hours/Week: 5

Course Outcomes

On completion of the course, the students should be able to:

CO.1: Describe the univariate discrete distributions- Degenerate, Bernoulli, Binomial,
Poisson, Geometric and Hyper geometric.

CO0.2: Define multinomial distribution and its properties.

C0.3: Describe the univariate continuous distributions-Uniform, Triangular, Gamma, Beta 2
types, Exponential, Normal, Lognormal and Cauchy.

CO.4: Explain the concepts of multivariate normal distribution.

CO.5: Derive the marginal and conditional distribution of bivariate normal
distribution.

CO.6: Practicals:
Use R built in functions to solve numerical problems associated with topics covered

in various modules

Module Outcomes

SI. No: Outcomes Taxonomy

On completion of each module, students will be able to: Level
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MO 1.1 Explain Degenerate distribution, Uniform distribution on | Apply
Module: | n points and Bernoulli distribution.

MO 1.2 Explain Binomial distribution and derive its Apply

Characteristics.

MO 1.3 Explain Poisson distribution and derive its Characteristics. | Apply

MO 1.4 Fit Binomial and Poisson Distributions. Analyze

MO 1.5 Define Negative binomial distribution. Understand

MO 2.1 Explain Geometric distribution and derive its Understand
Module: Il | characteristics.

MO 2.2 Derive lack of memory property of Geometric Understand

distribution.

MO 2.3 Describe multinomial distribution and derive its Understand

characteristics.

MO 2.4 Define Hyper geometric distribution and derive its Understand

mean and variance.

MO 3.1 Explain continuous uniform distribution, triangular Understand
Module: 11 | distribution and gamma distribution and its characteristics.

MO 3.2 Describe beta distribution- two types and derive mean and | Understand

variance of both types.

MO 3.3 Explain exponential distribution and derive its Understand

characteristics.

MO 3.4 Define double exponential distribution. Remember

MO 4.1 Explain normal distribution and derive its characteristics Apply

: roperties.

Module: VI f\)/lop4.2 Discuss standard normal distribution and use of standard Understand

normal tables.

MO 4.3 Define Lognormal distribution and derive its mean and Understand

variance.

MO 4.4 Define Cauchy distribution. Understand

MO 5.1 Describe multivariate normal distribution. Understand
Module: V | MO 5.2 Derive mean vector and dispersion matrix multivariate Understand

normal distribution.

MO 5.3 Derive the joint characteristic function of multivariate Understand

normal distribution.
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MO 5.4 Derive marginal and conditional distributions of bivariate | Understand

normal distribution.

Module: VI

(for MO 6.1 Use R built in functions to solve numerical problems

practical associated with topics covered in various modules

exam only) Apply

COURSE CONTENT

Module I Discrete probability distributions - I: Degenerate distribution-mean, variance and
mgf; Uniform distribution on n points-mean and variance; Bernoulli distribution — mean,
variance and mgf; Binomial distribution, Poisson distribution — Poisson distribution as
limiting case of binomial distribution, first four raw moments and central moments, beta and
gamma coefficients, mgf and probability generating function, recurrence relations for the
moments, mode, additive property, other simple distributional properties and fitting etc. of
both binomial and Poisson. Negative binomial distribution — mean and variance, mgf,

additive property.

Module 1l Geometric distribution — mean and variance, mgf and probability generating
function, Lack of memory property; Multinomial distribution mgf, mean, variance and

covariances; Hypergeometric distribution — mean and variance.

Module 111 Continuous probability distributions I - Uniform distribution-mean, variance and
mgf, Probability integral transformation; Triangular distribution-mean, variance and mgf;
Gamma distribution-mean and variance, mgf, additive property; Beta distribution-two types,
means and variance of both types, Exponential distribution — mean, variance and mgf, Lack

of memory property, application in life testing problems, double exponential distribution.

Module 1V Continuous probability distributions 1l - Normal distribution — raw moments and
central moments, beta and gamma coefficients, mgf and characteristic function, mode and
median, linear combination of independent normal variates, Standard normal distribution, its
chief properties and use of standard normal tables, fitting of normal distribution. Lognormal

distribution — mean and variance, skewness and kurtosis properties, application in
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Economics. Cauchy distribution — standard form, non-existence of mean, characteristic

function (without derivation) and simple distributional properties;

Module V Basic concepts of Multivariate Normal Distribution — Introduction to p — variate

random vectors, mean vector and dispersion matrix, Multivariate normal distribution — pdf,

joint characteristic function, distributions of the components of multivariate normal random

vector through characteristic function, bivariate normal distribution as a special case of

multivariate normal, marginal and conditional distributions of bivariate normal distribution

(with derivation)

Module VI Practical based on Modules I to V.Practical is to be done using R package.
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IV Semester- Core Course 5
ST 1442: Practical |

Numerical problems based on Core Courses ST 1141: Statistical Methods I, ST 1241:
Statistical Methods Il, ST 1341: Probability and Distributions-I and ST 1441: Probability and
Distributions - |1

Record of Practical

Presenting the certified record is mandatory to appear for the practical examination.Questions
are to be worked out in each sheet based on the topics in the syllabus as follows:

Sheet | Title

Diagrams and Graphs

Measures of Central Tendency

Measures of Dispersion

Moments, Skewness and Kurtosis

Correlation

Regression Analysis

Fitting of Curves
Probability
Discrete Probability Distributions

O O N o O b W N

[EEN
o

Continuous Probability Distributions

V Semester- Core Course 6
ST 1541: Limit Theorems and Sampling Distributions
Hours/Week: 5

Course Outcomes

On completion of the course, the students should be able to
CO.1: Understand the convergence of a sequence of events.
CO0.2: Explain the laws of large numbers.

CO0.3: Apply Chebychev’s inequality and central limit theorem.
CO.4: Describe central and non-central sampling distributions.
CO.5: Make use of tables of ¥?, t and F distributions.

20



CO0.6: Explain the probability distributions of r' order statistic.

CO.7: Explain probability distributions of 1% and n™ order statistic from U (0, 6) and

exponential distributions.
CO.8: Practicals:
Use R built in functions to solve numerical problems associated with topics covered

in various modules

Module Outcomes

SI. No: Outcomes Taxonomy

On completion of each module, students will be able to: Level

MO 1.1 Define limit of a sequence of real numbers Remember
Module: | MO 1.2 Explain limit infimum and limit supremum of a sequence | Understand

of events
MO 1.3 Explain monotone and continuity property of probability | Understand
measure

MO 1.4 Explain Borel-Cantelli lemma Understand

MO 2.1 Describe convergence in probability and convergence in Understand
Module: 11 law

MO 2.2 Explain Bernoulli law of large numbers, Chebychev’s Understand

weak law of large numbers and Lindberg-Levy form of
central limit theorem

MO 2.3 Apply Chebychev’s inequality Apply

MO 2.4 Describe central limit theorem Understand

MO 3.1 Explain random sample, statistic, sampling distribution Understand
Module: 111 | and standard error

MO 3.2 Explain the sampling distribution of mean and variance of | Understand

samples arising from normal distribution

MO 3.3 Make use of mgf of ¥ distribution Apply

MO 3.4 Make use of y2 tables Apply

MO 4.1 Explain central and non-central t and F distributions Understand
Module: IV | MO 4.2 Explain the inter relationships between le t, Fand

Understand

standard normal distributions
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MO 4.3 Make use of t and F tables Apply
MO 5.1 Explain order statistic and empirical distribution function | Understand
Module: V| MO 5.2 Explain probability distribution and moments of r' order
. Understand
statistic
MO 5.3 Explain the probability distribution of 1% and n' order Understand
statistic from U(0,0) and exponential distributions
Module: VI
(for MO 6.1 Use R built in functions to solve numerical problems
practical associated with topics covered in various modules
exam only) Apply

COURSE CONTENT
Module I Introduction to measure theoretic probability: Sequence of events, limit of events —
limit supremum, limit infimum, monotone and continuity property of probability measure,

independence of finite number and sequence of events, Borel- Cantelli lemma.

Module Il Chebychev’s inequality, convergence in probability, convergence in law, Bernoulli
Law of large numbers, Chebychev’s weak law of large numbers, concept of central limit

theorem, Lindberg-Levy Central Limit theorem, application of central limit theorem.

Module 111 Sampling distributions: Concept of random sample and statistic, definition of
sampling distribution, standard error; sampling distribution of the mean and variance of a
sample arising from a normal distribution; ¥? distribution-mean and variance, mgf, additive

property and use of ¥ tables. Non-central 2 distribution (definition only)

Module IV g dent’s t distribution- mean and variance; use of t tables; Definition of non—

central t distribution, F-distribution — mean and variance, use of F tables, definition of F

distribution; inter-relationships between the standard normal, %2, t and F distributions.
Module V Introduction to order statistics: Empirical distribution function, order statistic,

probability distribution of r" order statistic, moments of r" order statistic, probability

distribution of 1 and n™ order statistics from U(0, 8) distribution and exponential distribution.
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Module VI Practical based on Modules | to V. Practical is to be done using R package.

References:
1. Bhat, B. R. (2007). Modern Probability Theory - An Introductory Text Book, New Age

International Publishers, New Delhi.
2. Gupta, S.C. and Kapoor, V.K. (2002). Fundamentals of Mathematical Statistics, Amerind

Publishing Co. Pvt. Ltd., New Delhi.
3. Rohatgi, V.K. and Saleh A.M.E. (2001). An Introduction to Probability and Statistics. 2"
edition, John Wiley and Sons Inc., New York.
4. Rohatgi, V. K. (1976). An Introduction to Probability Theory and Mathematical Statistics,
Wiley Eastern Ltd.

V Semester- Core Course 7
ST 1542: Estimation
Hours/Week: 5

Course Outcomes

On completion of the course, the students should be able to

CO.1: Define the desirable properties of a good estimator.

CO0.2: Explain whether an estimator satisfy any of the desirable properties or not.

CO0.3: Construct confidence intervals for mean, variance, proportion in a population and

difference between means and difference between proportions in two populations.

CO.4: Explain Gauss Markov set up.

CO.5: Hlustrate the estimability of a linear parametric function.

CO.6: Practicals:
Use R built in functions to solve numerical problems associated with topics covered
in various modules

Module Outcome

SI. No. Outcomes Taxonomy Level

On completion of each module students will be able to:

MO 1.1 Define parameter and parameter space Remember
Module: | MO 1.2 Explain the difference between estimate and Understand

estimator

MO 1.3lllustrate whether an estimator is unbiased or Understand
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not

MO 1.4 Illustrate whether an estimator is consistent or | Understand
not
MO 2.1 Explain sufficiency of a statistic Understand
Module: 1l | MO 2.2 Explain efficiency of an estimator Understand
MO 2.3 Make use of Fisher-Neyman Factorization Apply
theorem to identify sufficient statistic
MO 2.4 Make use of Cramer-Rao inequality to Apply
calculate the minimum variance that can be achieved
by any unbiased estimator
MO 2.5 Examine the existence of minimum variance Apply
bound estimator
MO 3.1 Explain confidence interval Understand
Module: 111 | MO 3.2 Explain confidence coefficient Understand
MO 3.3 Construct confidence intervals for mean, Apply
variance, proportion in a population and difference
between means and difference between proportions in
two populations
MO 4.1Explain method of moments, method of Understand
Module: IV | maximum likelihood and method of least square
estimation
MO 4.2 Identify maximum likelihood estimator Apply
MO 4.3 Identify estimator by the method of moments | Apply
MO 4.4 Identify estimator by the method of least Apply
squares
MO 5.1Explain Gauss Markov set up Understand
Module: V | MO 5.2 Explain Gauss Markov theorem Understand
MO 5.3 Explain estimability of linear parametric Understand
functions
Module: VI | MO 6.1 Use R built in functions to solve numerical | Apply
(for problems associated with topics covered in various
practical modules
exam only)
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COURSE CONTENT

Module I Point estimation: Problem of point estimation; parameter space, estimator and
estimate; Unbiasedness, Consistency, sufficient condition for consistency and its use.

Module 11 Sufficiency with examples, Factorization theorem (statement only) and its
application; Efficiency; Minimum variance unbiased estimator, Cramer —Rao inequality

(statement only) and its application; Minimum variance bound estimator.

Module 111 Interval estimation-Interval estimation: basic concepts-confidence interval,
confidence coefficient; Constructing confidence intervals for each of the mean, variance and
proportion of a population, and for each of the difference of means and the difference of

proportion of two populations.

Module 1V Methods of estimation: Method of moments, properties of moment estimator
(statement only); Method of maximum likelihood, properties of likelihood estimator

(statement only), Method of least squares.

Module V Gauss-Markov set up, Theory of linear estimation, estimability of parametric

functions, Gauss — Markov theorem.

Module VI Practical based on Modules I to V. Practical is to be done using R package.

References

1. Gupta, S. C and Kapoor, V. K (2002). Fundamentals of Mathematical
Statistics,Amerind Publishing Co. Pvt. Ltd.

2. Hogg, R. V and Craig, A. T (1970). Introduction to Mathematical Statistics,
AmerindPublishing Co. Pvt. Ltd.

3. Joshi, D.D. (1987). Linear Estimation and Design of Experiments. Wiley Eastern Ltd.,
New Delhi

4. Mukhopadhaya. P. (1996). Mathematical Statistics, New Central Book Agency (P)
Ltd., Calcutta.

5. Rohatgi, V.K. An Introduction to Probability Theory and Mathematical Statistics.
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Wiley Eastern Ltd.

6. Rohatgi, V. K and Saleh, A.K.MD. (2001). An Introduction to Probability

andStatistics, 2"edition. John Wiley & Sons, Inc, New York.

V Semester- Core Course 8
ST 1543: Testing of Hypothesis

Hours/Week: 5

Course Qutcomes

On completion of this course, the students will be able to:

CO.1: Describe the fundamental concepts of testing of hypothesis.

C0.2: State Neyman-Pearson lemma

CO.3: Apply Neyman Pearson’s lemma for mean and variance of a normal population, the
Mean of binomial and Poisson distribution

CO.4: Define most powerful test and UMP test

CO. 5: Explain likelihood ratio test and its properties.

CO. 6: Apply large sample tests and small sample tests.

CO.7: Describe non-parametric test.

CO.8: Practicals:
Use R built in functions to solve numerical problems associated with topics covered

in various modules

Module Outcomes

SI.No: Outcomes Taxonomy

On completion of each module, students will be able to: level

MO 1.1 Describe the basic concept of testing of hypothesis. Understand

Module:l MOL1.2 Describe simple and composite hypothesis with Understand
example.
MO 1.3 Explain the procedure of testing a Statistical Understand
hypothesis.
MO1.4 Calculate two types of errors, level of significance, Apply

and power of a test
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MO 1.5 Define critical region, power curve and power Understand

function.

MO 2.1 State Neyman-Pearson lemma to find mostPowerful | Understand
Module:1l | test.

MO 2.2 Define most powerful test and UMP test Understand

MO 2.3 Derivation of test using Neyman Pearson’s lemma | Apply

for mean and variance of a normal population, the mean of

binomial and Poisson distribution

MO 2.4 Explain likelihood ratio test and its properties Understand

MO 3.1 Carryout the test for testing proportion of a Analyze
Module: 111 | population and equality of two proportions for large samples.

MO 3.2 Carryout the test for testing mean of a population Analyze

and equality means of two populations for large samples.

MO 3.3 Carryout the test for testing correlation coefficient Analyze

and difference between two correlation coefficients.

MO 3.4 Perform test based on chi— square distribution — Analyze

testing the goodness of fit, testing the independence of

attributes

MO 4.1 Carryout the test based on student’s ‘t’ Analyze
Module: IV | distribution— test of significance of mean from a normal

population.

MO 4.2 Carryout the test for testing the equality of means Analyze

of two normal population

MO 4.3 Carryout the Paired‘t’ test. Analyze

MO 4.4 Carryout the test based on F distribution— testing Analyze

the equality of variances of two normal populations.

MO 5.1 Define Non-parametric estimation, estimable Remember
Module: V | parameter, Kernal-U-statistic, empirical distribution function

MO 5.2 Explain Kolmogorov Smirnov one sample and two | Understand

sample tests

MO 5.3 Explain Sign test for one sample and two samples Understand

MO 5.4: Describe Run test Understand

MO 5.5: Explain Wilcoxon signed rank test. Understand
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MO 5.6: Describe Median test Understand
MO 5.7: Describe Mann-Whitney-Wilcoxon test. Understand
Module: VI
(for Apply
practical MO 6.1 Use R built in functions to solve numerical problems
exam only) | associated with topics covered in various modules

COURSE CONTENT

Module 1 Statistical hypothesis— simple and composite, null and alternative hypothesis, test
of hypothesis, two types of errors, level of significance, size and power of a test, critical

region, power curve and power function.

Module 11 Neymann— Pearson’s approach of test of hypothesis, Neymann— Pearson’s lemma
(Without proof), most powerful test, uniformly most powerful test, derivation of test using
Neyman Pearson’s lemma for mean and variance of a normal population, the mean of

binomial and Poisson distribution, likelihood ratio test and its properties (statement only)

Module 111 Test of significance — Large sample tests-testing the significance of a proportion,
testing the equality of two proportions, testing the significance of a mean, testing the equality
of two means, testing the significance of correlation coefficient, testing the significance of
difference between two correlation coefficients. Tests based on chi— square distribution —
testing the goodness of fit, testing the independence of attributes, testing the significance of

standard deviation of a normal population.

Module 1V Small sample tests: test based on student‘t’ distribution— test of significance of
mean from a normal population, testing the equality of means of two normal population,
testing the significance of correlation coefficient, paired ‘t’ test. Test based on F distribution—

testing the equality of variances of two normal populations.
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Module V Non-parametric estimation-estimable parameter-degree of an estimable parameter-

Kernal-U-statistic-empirical distribution function-Kolmogrov-Sminorv statistic, Kolmogorov

Smirnov one sample and two sample tests-sign test for one sample and two samples-run test-

Wilcoxon signed rank test. Two sample problems-median test-Mann-Whitney-Wilcoxon test

Module VI Practical based on Modules I to V. Practical is to be done using R package.

Reference Books

1.

Goon, A.M, Gupta, M.K and Das Gupta (1994). An outline of statistical
theoryVol-1, World Press Calcutta.

. Gupta, S.C and Kapoor, V.K (2002). Fundamentals of Mathematical Statistics, Sultan

Chands.

. Hogg, R.V., Craig, A.J. (2011). Introduction to Mathematical Statistics, 4™edition,

Collier McMillan.

. Mood, A.M, Grayhill, F.A. and Bose, D.P. (1972). Introduction to theory of statistics,

3'dedition—Mc Graw Hill.

. Rohatgi, V.K. (1984). An Introduction to Probability Theory and Mathematical

Statistics, Wiley Eastern, New York.

. Rohatgi, V.K and Saleh, A.K. MD. (2001). An Introduction to Probability and Statistics,

2"edition. John Wiley & Sons, Inc., New York.

. Wilks, S.5(1962). Mathematical Statistics, John Wiley, New York.

V Semester- Core Course 9
ST 1544: Sample Survey Methods
Hours/Week: 5

Course Outcomes

On completion of this course, the students will be able to:

CO.1: Explain the basic concept of sample survey.

CO.2: Distinguish between sample survey and census survey
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CO.3: Apply various sampling schemes like SRS, Stratified sampling and Systematic

sampling

CO.4: Compare the efficiencies of estimates obtained using different sampling techniques.

CO.5: Describe the merits and demerits of different sampling techniques.

CO.6: Obtain the estimates for population mean using Ratio and Regression estimators, and

compare their efficiencies

CO.7: Practicals:

Use R built in functions to solve numerical problems associated with topics covered

in various modules

Module Outcomes

MO 2.4 Explain determination of sample size based on

desired accuracy, for variables and attributes

SI. No. Outcomes Taxonomy

On completion of each module, students should be able to: level

MO 1.1 Explain the basic concepts of sampling. Understand
Module: | MO 1.2Discuss the advantages and disadvantages of Understand

sampling over census.

MO 1.3 Distinguish between probability and non- probability Understand

sampling, sampling and non- sampling errors.

MO 1.4 Explain the organizational aspects of sample survey Understand

MO 2.1 Distinguish between simple random sampling with Apply
Module: Il | and without replacement.

MO 2.2 Evaluate the estimates of population mean and total Apply

for variables, variance of the estimates, and the confidence

interval containing population mean

MO 2.3 Find the estimates for population proportion, of SRS | Understand

for attributes

Apply
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MO 3.1 Draw a stratified sample Apply
Module: 111 | MO 3.2 Obtain the estimates for population mean, assuming
SRSWOR within the strata Understand
MO 3.3 Explain allocation of sample size in different strata, Apply
using proportional allocation and optimum allocation with
and without varying cost
MO 4.1 Draw a systematic sample; linear and circular Apply
Module: 1V | systematic samples
MO 4.2 Obtain the estimates for population mean under Understand
systematic sampling
MO 4.3 Compare the efficiencies of estimates of population
mean of systematic random sampling with respect to SRS Understand
and stratified random sampling.
MO 4.4 Compare the estimates of population mean, for a
population with linear trend. Understand
MO 5.1 Explain ratio and regression estimators forpopulation | Understand
Module: V| mean.
MO 5.2 Discuss the bias and approximate variance of ratio Understand
estimators Understand
MO 5.3 Compare the efficiencies of ratio and regression
estimates with mean per unit.
Module: VI
(for
practical MO 6.1 Use R built in functions to solve numerical problems | Apply
exam only) | associated with topics covered in various modules

COURSE CONTENT:

Module I Concepts of population and sample, sampling frame, sampling design, need for

probability sampling and non-probability sampling,

basic concepts

selection and sample size.
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Module Il Simple random sampling with and without replacement, estimation of population
mean and variance, expectation and variance of estimators, unbiased estimators of variances
of these estimators confidence interval for population mean, SRS for attributes, estimation of

sample size based on desired accuracy for variables and attributes.

Module 111 Stratified sampling: Concepts of stratified population, and stratified sample
estimation of population mean and total, mean and variance of estimator of population mean
assuming SRSWOR with in strata, proportional allocation, Optimum allocation with and
without varying costs, comparison of simple random sampling with proportional and

optimum allocation.

Module 1V Systematic sampling: Concepts of systematic population, systematic sample,
estimation of population mean and total, expectation and variance of estimators, circular

systematic sampling, comparison with stratified sampling, population with linear trend.

Module V Ratio and regression estimators under SRSWOR, ratio estimators for population
mean and variance, expectation— bias — approximate variance, estimator for variance,

Regression estimates of population mean and total.

Module VI Practical based on Modules I to V. Practical is to be done using R package.

References

1. Cochran, W.G. (1977). Sampling Techniques. Wiley Eastern Ltd., New Delhi.

2. Gupta, S.C. and Kapoor, V.K. (2002). Fundamentals of Applied Statistics, Sultan
Chand & Co. New Delhi.

3. ParimalMukhopadyay. (2009). Theory and Methods of Survey Sampling. PHI
Learning Pvt Ltd. New Delhi.

4. Sambath. (2001). Sampling Theory and Methods. Narosa Publishing House. New
Delhi, Chennai, Mumbai, Calcutta.

5. Murthy, M.N. (1967). Sampling theory and Methods. Statistical Publishing Society,
Calcutta.

6. Sukhatme, P.V. and Sukhatme, B.V. (1970). Sampling Theory of Surveys with
Applications. Indian Society of Agricultural Statistics.
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V1 Semester: Core Course 10
ST 1641: Design of Experiments and Vital Statistics
Hours/Week: 7

Course Qutcomes

On completion of this course, the students will be able to:
CO.1: Carry out one-way and two-way analysis of variances.
CO.2: Explain the basic concepts and principles of experimental design.
C0.3: Carry out the analysis of CRD, RBD and LSD.
CO.4: Carry out analysis in RBD and LSD with one or two missing observations.
CO.5: Carry out the analysis of 22 and 22 factorial experiments.
CO0.6: Compute various measures of fertility, mortality and population growth.
CO.7: Construct life tables.
CO.8: Practicals:
Use R built in functions to solve numerical problems associated with topics covered

in various modules

Module Outcomes

SI. No. Outcomes Taxonomy
On completion of each module, students should be able to: level
MO 1.1 Explain the basic concepts and principles of Understand
Module: | experimental design
MO 1.2 Carry outone way and two way ANOVA Apply
MO 2.1 Compare CRD, RBD and LSD. Analyze

Module: Il | MO 2.2 Carry out RBD and LSD designs with one or two Analyze
missing observations.
MO 2.3 Explain the efficiencies of RBD over CRD, LSD | Understand
over RBD and LSD over CRD
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MO 3.1 Explain basic concepts of 2" factorial experiments Understand
Module: 111 | MO 3.2 Carry out the analysis 22 and 22 factorial Apply
experiments
MO 3.3 Describe the Yates’s method of computing factorial | Analyze
effect totals
MO 3.4 Explain confounding in factorial designs Understand
MO 4.1 Discuss the sources of collecting data on vital Understand
Module: 1V | statistics
MO 4.2 Compute various measurements of Mortality Apply
MO 4.3 Construct life tables Analyze
MO 4.4 Explain the concepts of central mortality and force Remember
of mortality.
MO 5.1 Compute the measure(s) of fertility rate for a given | Apply
Module: V | data.
MO 5.2 Calculate various measures of population growth. Apply
MO 5.3 Explain the concepts of stationary and stable Understand
population
Module: VI
(for
practical | MO 6.1 Use R built in functions to solve numerical problems | Apply
exam only) | associated with topics covered in various modules

COURSE CONTENT:

Module I Analysis of variance for one way and two-way classification layout and analysis,

principles of experimentation - randomisation, replication and local control.

Module 11 Basic designs: CRD, RBD (one observation per cell), LSD layout and analysis,

missing plot technique for one or two missing observations, efficiency of RBD over CRD,
LSD over RBD and LSD over CRD.

Module 111 Factorial Experiments: Basic concepts of 2" factorial experiments, main effects

and interaction, confounding, Yates method of analysis.
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Module IV Demography, sources of collecting data on vital statistics-census, registration,

adhoc surveys, hospital records, life tables, measurement of mortality, crude death rate, age

specific death rate, infant mortality rate, standardized death rate, complete life table, its main

features, mortality rate and probability of dying.

Module V Measurement of fertility, crude birth rate, general fertility rate, age specific birth

rate, total fertility rate, gross reproduction rate and net reproduction rate.

Module VI Practical based on Modules I to V. Practical is to be done using R package.

References

1.
2.

Benjamin, B (1960). Elements of Vital Statistics. G. Allen & Unwin.

S. C. Gupta and V. K. Kapoor (2002)- Fundamentals of Applied Statistics. Sultan
Chand & Co. New Delhi.

ParimalMukhopadyay. (2005). Applied Statistics. Arunabha Sen Books and Allied
Ltd. Kolkata.

Cochran, W.G and Cox, G.M. (1992). Experimental Designs. John Wiley, New
York.

Das, M.N. and Giri, N. C. (1979). Design and Analysis of Experiments. Wiley-
Eastern Ltd., New Delhi.

Joshi, D. D. (1987). Linear Estimation and Design of Experiment. Wiley-Eastern
Ltd., New Delhi.

Kemthorne, O. (2005) Design and Analysis of Experiments. Wiley, New York.
Srivastva, O. S (1983). A Text Book of Demography. Stosius Inc/Advent Books

Division

V1 Semester: Core Course 11
ST 1642: Applied Statistics
Hours/Week:6

Course Outcomes

On completion of the course, students should be able to:

CO.1: Identify the various index numbers and compute them for data sets.

CO.2: Explain the concepts of base shifting, splicing and deflation of index numbers,

consumer price index number.
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CO.3:Explain the component of time series and estimate trend and seasonal effect.

CO.4:Explain the roles and responsibilities of various organizations.

CO.5:Explain the methods of data collection and dissemination in population census.

CO0.6: Explain the methods of estimation of National Income.
CO.7: Practicals:

Use R built in functions to solve numerical problems associated with topics covered

in various modules

Module Outcomes

SI. No: Outcomes Taxonomy Level
On completion of each module, students will be able to:
MOL1.1: Explain of index numbers and its applications Understand
Module: | MO1.2: Explain the various methods of constructing price | Apply
and quantity index numbers.
MOL1.3: Distinguish between various index numbers and Evaluate
compute their values.
MO 2.1 Carryout various tests on index numbers. Evaluate
Module: |1 MO 2.2 Explain the concept of base shifting, splicing, and | Understand
deflating.
MO 2.3 Construct consumer price index number Apply
MO 2.4 Explain bias of Index numbers. Understand
MO 3.1 Explain the concept of time series. Remember
Module: 111 | MO 3.2 Explain the concept of components of time series. | Understand
MO 3.3 Explain the concepts of additive and multiplicative | Understand
models.
MO 3.4 Estimation and elimination of the trend using | Analyze

graphical, semi -average, moving average and least square

method.
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MO 4.1 Explain the need for study of seasonal variation. Understand
Module: IV | MO 4.2 Estimation and elimination of seasonal variation Apply
using method of simple averages- ratio to trend method,
ratio to moving average method, method of link relatives
MO 4.3 Discuss the merits and demerits of above methods. | Understand

MO 5.1 Explain the roles and responsibilities of NSO, Understand
Module: V| MOSPI
MO 5.2 Explain various concepts associated with Understand

Population Census.

MO 5.3 Describe De-Facto and De-Jure methods of Understand
population census.
MO 5.4 Explain different domains of official statistics Understand
MO 5.5 Explain methods of National Income Estimation Understand
Module: VI
(for MO 6.1 Use R built in functions to solve numerical Apply

practical | problems associated with topics covered in various

exam only) | modules

COURSE CONTENT:

Module 1 Index Numbers: meaning-classification-construction of index numbers-un
weighted index numbers-weighted index numbers-Laspeyre’s, Paasche’s, Dorbish-

Bowley’s, Fisher’s, Marshall-Edgeworth’s and Kelly’s Methods-Quantity index numbers.

Module Il Test on index numbers-factor reversal test, time reversal test, circular test, chain
Index numbers-base shifting, splicing and deflating of index numbers. Consumer price index

number.

Module Il Time Series: concepts of time series, components of time series-additive and

multiplicative models, estimation of components-measurement of trend using graphical,
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semi-average and moving average methods, method of least squares.

Module IV Measurement of seasonal variation using method of simple averages- ratio to

trend method, ratio to moving average method, method of link relatives.

Module V Indian official statistics: National Statistical Office (NSO), MOSPI —population
census- De Facto and De Jure method-economic census- agricultural statistics-world
agricultural census-live stock and poultry statistics, forest statistics, fisheries statistics,
mining and quarrying statistics, labour statistics, national income statistics, methods of

national income estimation, financial statistics.

Module VI Practical based on Modules I to V. Practical is to be done using R package.

References:
1. Agarwal, B.L. (1988). Basic Statistics. Wiley Eastern Ltd. New Delhi.
2. Gupta, S.C. and Kapoor, V.K. (2002). Fundamentals of Mathematical Statistics.
Sultan Chand & Sons, New Delhi.
3. Gupta, S. P (2011). Statistical Methods. Sultan Chand & Sons, New Delhi.
4. Kapur, J. N and Saxena, H. C. (1970). Mathematical Statistics. Sultan Chand &

Sons, New Delhi.

VI Semester: Core Course 12
ST 1643: Operations Research and Statistical Quality Control
Hours/Week:6

Course Outcomes

On completion of the course, the students should be able to:
CO.1: Explain the evolution and significance of OR

CO0.2: Describe the concept of OR

CO0.3: Solve LPP using graphical method and simplex method
CO0.4: Solve LPP using Big M method and Two-phase method
CO.5: Explain the concept of SQC and mention its application
CO0.6: Construct control chart for variables and attributes
CO.7: Describe acceptance sampling plans

CO.8: Practicals:
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Use R built in functions to solve numerical problems associated with topics covered

in various modules

Module Outcomes

SI.No: Outcomes Taxonomy
On completion of each module, students should be able to: | Level
MO1.1 Explain the evolution and significance of OR Understand
Module: 1 MO 1.2 Formulate LPP Create
MO 1.3 Solve LPP using Graphical method and Apply
Simplex method
MO 2.1Explain the technique of Artificial variable Understand
MO 2.2 Solve LPP using Big-M method and Two-phase | Apply
Module: 11
method
MO 2.3 Explain the primal dual relationship Understand
MO 2.4 Solve transportation problem Apply
MO 2.5 Solve Assignment problem Apply
MO 3.1 Describe SQC and its uses Understand
MO 3.2 Explain Control charts for variables Understand
Module: I
MO 3.3 Construct x chart and R chart Create
MO 4.1 Explain control chart for attributes Understand
MO 4.2 Construct p chart, np chart, Create
Module: 1V
MO 4.3 Construct c chart and u chart Create
MO 5.1Describe Acceptance sampling plans Understand
MO 5.2 Explain producers risk and consumer’s risk Understand
Module: V ) ) _
MO 5.3Describe the concept of Single sampling plans Understand
MO 5.4 Describe the concept of double sampling plans Understand
MO 5.5 Explain OC Curve for Single and Double Understand
Sampling
Module: VI Apply
(for MO 6.1 Use R built in functions to solve numerical
practical problems associated with topics covered in various
exam only) | modules
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COURSE CONTENT
Module I Introduction to Operations Research (OR)-Linear programming problem (LPP)-

formulation- solving the LPP by graphical method, basic solution, optimum solution, solving
the LPP by simplex method-various cases-unbounded solution, infeasible solution, alternative

optimum.

Module 11 Need for artificial variables, two phase method, Big-M method, primal, dual-

relationship, transportation problem, assignment problem.

Module 111 Statistical quality control (SQC), definition of quality, quality control and
statistical quality control, need for SQC techniques in industry-causes of quality variation.
Control chart-uses of control chart, specification and tolerance limits- 3sigma limits, warning
limits. Control charts for variables- X chart and R chart-purpose of the charts-basis of
subgrouping-plotting X and R results,determining the trial control limits, interpretation of
control charts. Criterion for detecting lack of control in X bar and R Chart

Module IV Control chart for attributes, purpose of the chart - p chart-np chart, construction

of p and np charts; Construction of c-chart and u-chart.

Module V Acceptance sampling plans for attributes, producer’s risk and consumer’s risk.
Concepts of AQL, LTPD, AOQ, AOQL, ATI and ASN- single and double sampling plans-

OC curves for single and double sampling plans.

Module VI Practical based on Modules I to V. Practical is to be done using R package.

References

1. Ekambaram, S. K. (1963). Statistical basis of Acceptance Sampling. Asia Publishing
House.

2. Gupta, R. C. (1974). Statistical Quality Control. Khanna Publishers, Delhi.

3. Frederick, S. Hiller and Gerald, J. Lieberman. (1987). Operations Research. CBS
Publishers &Distributors, Delhi.

4. Kanti Swarup, Gupta, P. K and Manmohan. (1993). Operations Research. Sultan
Chand Publishers, New Delhi.

5. Goel and Mittal (1982). Operations Research. Pragathi Prakashan, Meerut.
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6. Kapoor, V. K and Gupta, S. P. (1978). Fundamentals of Applied Statistics. Sultan
Chand & Sons, New Delhi.

7. Grant, E.L. and Laven Worth, R.S. (1996). Statistical Quality Control. McGraw Hill.

8. Schaum’s outline series (1997): Operation Research.

9. Bronson, R. and Naadimuthu, G. (1997). Schaum's Outline of Operations Research.
McGraw Hill Professional, US.

10. Gupta, R.K. (1985). Operations Research. Krishna Prakashan, Mandir Meerut.

11. Hamdy, A. Taha. (1996). Operation Research, 6th Ed. Prentice Hall of India, New
Delhi.

12. Montgomery, D.C. (1983). Introduction to Statistical Quality Control. John Wiley &
Sons.

13. Sharma, J.K. (2001). Operations Research-Theory and Applications. Macmillan India
Ltd.

V1 Semester: Core Course 13
ST 1644: Practical 11

Numerical problems based on core courses ST 1542: Estimation, ST 1543: Testing of
hypothesis and ST 1544: Sample survey methods.

Record of Practical

Presenting the certified record is mandatory to appear for the practical examination.Questions
are to be worked out in each sheet based on the topics in the syllabus as follows:
Sheet | Title

Theory of Point Estimation

Theory of Interval Estimation

Testing of Hypothesis

Large Sample Tests

Small Sample Tests

Non-Parametric Tests

Simple Random Sampling

Stratified Sampling

Ol O N o o b W N

Systematic Sampling

[EEN
o

Ratio and Regression Estimators
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Numerical problems based on core courses ST 1641: Design of Experiments and Vital
Statistics, ST 1642: Applied Statistics and ST 1643: Operations Research and Statistical

Quality Control.

Record of Practical

Presenting the certified record is mandatory to appear for the practical examination.Questions

VI Semester: Core Course 14

ST 1645: Practical 111

are to be worked out in each sheet based on the topics in the syllabus as follows:

One elective to be selected by the College from among the following elective courses, which

are prepared in accordance with policy of introduction of industry-based courses at the

Sheet

Title

Linear Estimation and Analysis of Variance

Design of Experiments

Analysis of Missing Plots

Vital Statistics

Index Numbers

Test on Index Numbers

Time Series

Simplex Method

©O©| O N| O O & W N -

Principle of Duality

[EEN
o

Statistical Quality Control

undergraduate level.

ST 1661.1:

Biostatistics

V1 Semester
ST 1646: Project / Internship
VI Semester: Open Course 2

ST 1661: Elective Course
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ST 1661.2:  Econometric Methods

ST 1661.3:  Inventory Control and Queuing Theory
ST 1661.4:  Reliability and Survival Analysis

ST 1661.5:  Machine Learning

ST1661.1: Biostatistics

Hours/Week:3

Course Qutcomes

On completion of the course, students should be able to:
CO.1: Explain the basic idea of clinical trial experiments

CO2: Articulate the ethics, principles and conduct of clinical trial experiments with an overall
view of Phase I-1V trials.

CO.3: Describe different studies in clinical trials.

CO.4: Demonstrate basic understanding of epidemiologic methods and study design.

CO.5: Design and analysis of epidemiological studies including case-control and cohort study

designs.

Module Outcomes

Sl. No: Outcomes Taxonomy
On completion of each module, students should be able to: Level
MO 1.1 Describe basic concepts of Clinical trials Understand
Module: | MO 1.2 Explain main features of the study protocol such as

selection of patients, treatment schedule, evaluation of patient Apply

response.
MO 1.3 Formulate objectives and end points of clinical trials Create
MO 2.1 Explain basic study designs in clinical trials Understand
Module: Il | MO 2.2 Define Randomized control study, Nonrandomized Apply
concurrent control study, Single center and Multi-center trials,
MO 2.3 Conduct Unblinded, Single blind and Double-blind Analysis
trials.
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MO 3.1 Construct clinical life table in epidemiologic studies

Understand

Module: 111 | MO 3.2 Construct a Kaplan-Meier estimate of the survival Apply
function
MO 3.3 Choose an appropriate method for comparing Evaluate
proportions between two groups
MO 3.4 Interpret relative risks and odds ratios when comparing | Evaluate
two populations
MO 4.1 Describe exposure and outcome of disease Understand
Module: 1V MO 4.2 Recognize and describe the elements in the design of
clinical trials Apply
MO 4.3 Conduct a randomized clinical trial, a cohort study, a
Create

case-control study, and a cross-sectional study.

COURSE CONTENT

Module I Basic concepts of Clinical trial: Introduction to Clinical Trials, Main features of the

study protocol- Selection of patients, treatment schedule, evaluation of patient response,

Informed consent, objectives and end points of clinical trials. GCP/ICH guidelines, Overview

of phase I-1V trials.

Module Il Basic study designs: Randomized control study, Nonrandomized concurrent

control study, Single center and Multi-center trials, Blinding and Placebos: Unblinded, Single

blind and Double-blind trials, conduct of double-blind trials.

Module 11l Basic concepts, survival function, hazard function, censoring. Single sample

methods. Life tables. Kaplan-Meier survival curve. Parametric models. Two sample methods,

log-rank test, parametric comparisons. Cox’s proportional hazard model, competing risks,

crossover trials and further aspects.
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Module 1V Basics of Epidemiology: Introduction to Epidemiology, Definition, scope, and

uses of epidemiology; Exposure and outcome - Measures of exposure, types of exposures,

sources of exposures, Classification of diseases. Measures of disease frequency: Prevalence,

Incidence, Risk, Odds of disease, Incidence time, Incidence rate. Overview of study designs:

Type of study design: case-control studies, cross-sectional studies, cohort study.

References

1. Clinical Trials (2006): A practical guide to design, analysis and reporting. Wang D,
Bakhai A. Remedica; 1st edition

2. Shein-Chung Chow and Jen-Pei Liu (2004). Design and Analysis of Clinical Trials:
Concepts and Methodologies (2nd edition) Wiley-Interscience

3. Gordis Leon.(2013). Epidemiology (Fifth edition), Elsevier Saunders,

4. Beaglehole. R. Bonita, et. al. (2006) Basic Epidemiology, 2nd Edition, WHO
Publication, Geneva.

5. Penny Web, Chiris Bain & Sandi Pirozzo (2005). Essential Epidemiology-An
introduction for students & Health Professionals, Cambridge University Press.

6. Isabel dos Santos Silva, (1999) Cancer Epidemiology: Principles and Methods,
International Agency for Research on Cancer.

7. Gupta, S. C and Kapoor, V. K. (1983). Fundamentals of Statistics. Sultan Chand and
Sons, New Delhi.

8. Mathews, J. N. S. (2000). An Introduction to Randomized Controlled Clinical Trials.
Hodder Arnold.

9. Pocock, S. J. (1983). Clinical trials. A Practical Approach. Wiley, New York.

10. Rohatgi, V. K. (1984). An Introduction to Probability Theory and Mathematical
Statistics.Wiley Eastern, New Delhi.

11. Altman, D. G. (1999). Practical Statistics for Medical Research. Chapman &Hall.

ST 1661.2: Econometric Methods

Hours/Week: 3

Course Outcomes

On completion of the course, students should be able to:
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CO.1: Explain the concept of Econometrics

CO.2: Explain simple linear regression model

CO.3: Apply the concept of ordinary least squares and estimate the parameters involved in a

simple linear model

CO.4: Define a general linear model

CO.5: Recognize and discuss the problems of multicollinearity, autocorrelation and

heteroscedasticity in linear regression models

CO.6: Define the concept of generalized least squares

Module Outcomes

SI.No: Outcomes Taxonomy
On completion of each module, students should be able to: level
MO 1.1 Explain the concept of econometrics Understand
Module: 1 MO 1.2 Recall important economic models and identify the Remember
types of variables involved
MO 1.3 Describe the method of ordinary least squares Apply
MO 1.4 List the assumptions underlying the method of least | Remember
squares
MO 1.5 Describe the properties of least square estimators Remember
MO 2.1 Explain simple linear regression model Understand
Module: Il | MO 2.2 Estimate the parameters in a simple linear regression | Apply
model using ordinary least squares
MO 2.4 Outline the properties of the estimators Remember
MO 2.5 Describe Gauss-Markov theorem Understand
MO 3.1 Define a general linear model and list the Remember
Module: I11 | assumptions involved
MO 3.2 Outline the concept of generalized least square Remember
estimators
MO 3.3 Discuss the nature and consequences of Understand
multicollinearity in linear models
MO 3.4 Outline some procedures to detect multicollinearity Remember
and list some remedial measures
MO 3.5 Discuss the nature and consequences of Understand
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autocorrelation in linear regression models
MO 3.6 Outline some procedures to detect autocorrelation Remember

and list some remedial measures

MO 4.1 Discuss the nature and consequences of Understand
Module: IV | heteroscedasticity in linear regression models
MO 4.2 Outline some procedures to detect heteroscedasticity | Remember
and list some remedial measures
MO 4.3 Define the concept of dummy variables Remember
MO 4.4 Define the concept of lagged variables Remember

COURSE CONTENT

Module 1 Basic concepts, definition and scope of econometrics-Economic theory and
mathematical economics, economic models, examples, types of variables.
Method of ordinary least squares-Assumptions underlying the method of least squares,

Properties of least squares estimators

Module 11 Simple linear regression model, estimation of parameters- ordinary least square

method, properties of estimators, Gauss-Markov theorem.

Module 111 General linear model-assumptions, least square estimators.Generalized least
square estimators, Multicollinearity- nature, consequences, detection and remedial measures.

Auto correlation- nature, consequences, detection and remedial measures.

Module 1V Heteroscedasticity- nature, consequences, detection and remedial measures.

Dummy variables and lagged variables (concepts only).

References
1. Gujarati D.N. (1979). Basic Econometrics. McGraw Hill.
2. Hill R.C., Griffiths W.E. and Lim G.C. (2011). Principles of Econometrics, Fourth
Edition, John Wiley & Sons.
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4. Koutsoyiannis A. (1979). Theory of Econometrics. Mac million Press.

5. Madnani G. M. K. (2005). Introduction to Econometrics Principles and Applications,
7th edition. Oxford and IBH Publishing Co. Pvt. Ltd.

6. Stock J.H. & Watson M.W. (2017). Introduction to Econometrics, Third Edition,
Pearson, Addison Wesley.

7. Wooldridge J.M. (2018). Introductory Econometrics: A Modern Approach, 7"

Edition, Thomson South Western

ST 1661.3: Inventory Control and Queuing Theory

Hours/Week: 3

Course Outcomes

On completion of the course, the students will be able to:

CO.1: Describe inventory control and cost associated with inventories

CO.2:
CO.3:
CO.4:
CO.5:
CO.6:
CO.7:
CO.8:

Explain Economic order quantity (EOQ)

Solve Deterministic Inventory problem with and without shortages
Describe EOQ Problems with price breaks

Discuss probabilistic inventory Control

Explain Newspaper boy problem

Discuss the basic concepts of queuing theory

Derive the steady state solution of M/M/1 queue model

CO.9: Hlustrate cost models in queuing

Module Outcomes

SI. No:

Outcomes Taxonomy

On completion of each module, students should be able to: Level
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MO 1.1 Describe inventory control Remember
Module: I | MO 1.2 Explain cost associated with inventories Remember
MO 1.3 Write factors affecting inventory control Remember
MO 1.4 Explain Economic order quantity (EOQ) Understand
MO 2.1 Explain Deterministic Inventory problem with Understand
Module: 11 | and without shortages
MO 2.2 Describe EOQ Problem with price breaks Understand
MO 2.3 Discuss probabilistic inventory Control Understand
MO 2.4 Explain Newspaper boy problem Apply
MO 3.1 Describe the basic concepts of queuing theory Remember
Module: 111 MO 3.2 Explain behaviours of queuing models Remember
MO 3.3 Write pure birth and Death models Remember
MO 3.4 Discuss classification of queuing models Understand
MO 3.5 Distinguish transient and steady state Understand
MO 3.6 Write Kolmogorov differential Equations Understand
MO 4.1 Explain Poisson queues Understand
Module: IV| MO 4.2 Derive the steady state solution of M/M/1 queue model Apply
MO 4.3 Define Non-Poisson queuing system and give examples  |Understand
MO 4.4 Discuss cost models in queuing Understand

COURSE CONTENT

Module I Introduction, terminologies connected with Inventory control, costs associated with

Inventories, factors affecting inventory control, Economic order quantity (EOQ).

Module Il Deterministic Inventory problem with no shortages, deterministic inventory
problem with shortages, EOQ Problem with price breaks, Inventory problem with uncertain

demand, probabilistic inventory Control. News paper boy problem.

Module 111 Queuing system, elements of a queuing system, operating characteristics, pure
birth and Death models, classification of queuing models, transient and steady state,

Kolmogorov differential Equations.
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Module 1V Poisson queues M|M|1 with infinite channel capacity and limited channel

capacity, non-Poisson queuing system, examples, cost models in queuing.

References:

1. Gross, D. and Hariss, C.M. (2009). Fundamentals of Queueing Theory, John Wiley &
Sons.

2. Kanthi Swarup, Gupta, P.K, and Man Mohan (2012). Operations Research, Sulthan
Chand & Sons.

3. Sharma, J.K. (2009). Operations Research Theory and Applications, Macmillan India
Limited.

4. Medhi J (2014) Introduction to Queueing Systems and Applications, New Age
International Publishers.

5. Mittal, K.V. and Mohan, C. (1996). Optimization Methods in Operations Research
and System Analysis, New Age Publishers.

6. Paneerselvam, R. (2006). Operations Research, Prentice Hall of India.

7. Rao S S. (1984), Optimization Theory and Applications, New Age Publishers, Wiley
Eastern.

8. Ravindran, A., Philips, D.T. and Solberg, J. (2007). Operations Research: Principles
and Practice, John Wiley & Sons, New York.

9. Taha, H. A. (2010). Operations Research, Macmillan India Limited.

10. Hamdy A Taha, (1996). Operation Research an Introduction. Prentice Hall of India,
New Delhi.

11. Mustafi, C.K. (1996). Operations Research Methods and Practices. New Age

International Publishers, New Delhi.

ST 1661.4: Reliability and Survival Analysis

Hours/Week: 3

Course Outcomes

On completion of the course, students should be able to:

CO.1: Understand the concepts of reliability analysis.
CO.2: Explain hazard function and reliability function.
CO0.3: Evaluate the reliability of systems.

C0.4: Understand and evaluate the notion of ageing.
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CO.5: Explain different lifetime distributions.

CO.6: Apply different censoring schemes.

CO.7: Explain different parametric estimators.

CO.8: Apply different regression models.

Module Outcomes

Sl. No. Outcomes Taxonomy level
On Completion of each module, Students will be able to:
MO 1.1 Definition of Reliability function and mean time | Understanding
Module: I | to failure.
MO 1.2 Reliability of System connected in Series, Evaluating
Parallel, and k out of N systems.
MO 1.3 Notions of ageing- basic concepts on IFR, IFRA, | Evaluating
NBU, and NBUE.
MO 2.1 Common life distributions-exponential, Weibull, | Evaluating
Module: Il | gamma.
MO 2.2 Censoring: Type 1&Type Il censoring. Evaluating
MO 3.1 Likelihood Inference with Censored Data. Evaluating
Module: 111 | Parametric models.
MO 3.2 Single sample methods, Life tables. Evaluating
MO 3.3 Kaplan-Meier Estimator. Evaluating
MO 3.4 Two sample methods, log-rank test, parametric Applying
comparisons.
MO 4.1 Regression models: covariates and their uses Evaluating
Module: IV | MO 4.2 Definition and interpretation of Cox’s Evaluating

proportional hazard model and additive hazard model,

their applications, concept of competing risks.

COURSE CONTENT

Module I Definition of Reliability, hazard function, Reliability function and mean time to

failure. Reliability of System connected in Series, Parallel, and k out of N systems. Notions
of ageing- basic concepts on IFR, IFRA, NBU, and NBUE.
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Module Il Lifetime distributions; Common life distributions-exponential, Weibull, gamma.

Censoring: Type | &Type Il censoring.

Module 111 Likelihood Inference with Censored Data. Single sample methods, Life tables.

Kaplan-Meier Estimator. Parametric models. Two sample methods, log-rank test, parametric

comparisons.

Module IV Regression models: covariates and their uses, Definition and interpretation of

Cox’s proportional hazard model and additive hazard model, their applications, concept of

competing risks.

References

1. Smith, P.J. (2002): Analysis of Failure and Survival Data. CRC.

2. Kleinbaum, D. G. and Klein, M. (2012). Survival Analysis: A Self-Learning Text, 3rd
Ed, Springer, New York

3. Md. Rezaul Karim and M. Ataharul Islam(2019). Reliability and Survival Analysis,
Springer,New York

4. Barlow, R. E. and Proschan, F. (1975): Statistical theory of reliability and life testing.
Holt, Reinhart and Winston.

5. Lawless, J. F. (2003). Statistical models and methods for lifetime data. John Wiley &

Sons.

ST 1661.5: Machine Learning
Hours/Week: 3

Course Outcomes

On completion of the course, the students should be able to:
CO.1: Download and Install Python

C0.2: Understand basic commands of Python

CO0.3: Describe the functions of Python

CO.4: Describe the machine learning application

CO.5: Describe the concept of Bayesian decision theory

CO.6: Describe various clustering methods
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Module Outcomes

SI.No: Outcomes Taxonomy
On completion of each module, students will be able to: | Level
MO1.1 Download and install Python Apply
Module: | MO 1.2 Describe commands, variables, operators and Understand
loops in Python
MO 1.3 Explain the concept of function Understand
MO 1.4 Describe the role of Python in data analysis Remember
MO 2.1 Outline the applications of Machine learning Remember
Module: Il | MO2.2 Describe the concept of supervised learning Understand
MO 2.3 Define the concept of unsupervised learning Remember
MO 2.4 Define the concept of reinforcement learning Remember
MO 3.1 Describe Bayesian decision theory Understand
Module: 111 | MO 3.2. Describe Discriminant function, Utility Theory, | Understand
Association rule
MO4.1 Explain basic regression Understand
Module:1\/ MO 4.2 Describe k-means clustering, and nearest
neighbour technique Understand
MO 4.3 Explain decision tree, random forest and neural | Understand
network

COURSE CONTENT

Module I: Basics of Python language: Installing Python and running python scripts using
IDEs, basic commands, variables, operators, conditional statements, loops. Data structures:
Basics of list, tuples, sets, and dictionaries. Fundamental concepts of functions. Role of

Python in statistical data analysis.

Module-11 Machine learning applications, basic concepts of supervised, unsupervised

learning, and reinforcement learning. Dimension of supervised learning, VC dimension.
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Module-111 Elementary concepts only of: Bayesian decision theory — classification, loss and
risk, Discriminant functions, Utility Theory, association rules, Bayes estimator.

Module 1V Basics of regression, tuning model complexity, bias/variance dilemma, Overview
of the following: k-means clustering, nearest neighbor method, decision trees, neural
networks, random forests (all without any derivation).

References

1. Alpaydin, E. (2009). Introduction to Machine Learning. MIT press.

2. Chun, W. (2006) . Core Python Programming. Prentice Hall Professional.

3. Daniel T. Larose (2006): Data Mining: Methods and Models, John Wiley and sons.
(Relevant portions of Chapter 4).

4. Embarak, O. (2018). Data Analysis and Visualization Using Python: Analyze Data to
Create Visualizations for Bl Systems. Apress.

5. Gupta, G.K. (2008): Introduction to Data Mining with case studies, Prentice-Hall of India
Pvt. Ltd.

6. Lambert, K. A. (2011). Fundamentals of Python: First Programs. Cengage Learning.

7. Trevor, H., Robert, T., & JH, F. (2009). The Elements of Statistical Learning: Data
Mining, Inference, and Prediction. Springer

8. Tan, T., Steinbach, M. and Kumar, V. (2006): Introduction to Data Mining, Pearson

Education.

Open Courses for other Degree Programmes

ST 1551.1: Statistics and Research Methodology
Hours/Week: 3

Course Outcomes

On completion of the course, students should be able to:
CO.1: Explain the concepts & objectives of research and formulation of research process
CO.2: Describe the role of statistics in research

C0.3: Organize and present the data collected.
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CO.4: Design a questionnaire & conduct sample survey

CO.5: Explain basic concepts of testing of hypothesis

CO.6: Explain the methods of writing research reports

Module Outcomes

Sl. No: Outcomes Taxonomy
On completion of each module, students will be able to: | Level
MOL1.1 Describe the concepts and objectives of research | Understand
Module: 1 MO 1.2 Explain the steps involving formulation of Understand
research process
MO 1.3 Distinguish between types of variables Understand
MO 1.4 Identify the data types Analyse
MO 2.1 Explain role of statistics in research Understand
Module: 11 MO 2.2 Distinguish between primary & secondary data | Analyse
MO 2.3 Describe methods of collecting primary data. Understand
MO 2.4 Design a questionnaire and carry out a sample Understand
survey
MO 3.1 Organize & present the data. Apply
Module: 111 | MO 3.2 Calculate mean, standard deviation. Apply
MO 3.3 Introduce the basic concepts of testing of Understand
hypothesis.
MO 3.4 Explain the methods of writing research reports | Understand

COURSE CONTENT

Module I Concept and objectives of research, types of research, research methods v/s
research methodology, steps involved in scientific research, flow chart of research process,
formulation of research problems, literature survey, formulation of hypothesis, preparation of
research design/research plan. Variables-definition, discrete and continuous, qualitative and
quantitative, subjective and objective, dependent and independent. Measurement and scaling

- motivation of scaling, different types of scaling - nominal, ordinal, interval and ratio,
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scaling of rates and ranks, scaling of judgements. Data - definition, univariate, bivariate and

multivariate, cross-sectional and time series.

Module Il Definition of statistics, role of statistics in research methodology, primary and
secondary data, population and sample, sampling frame, census and sampling surveys,
methods of collecting primary data, observational method, interview method, questionnaire
and schedule method, local correspondents methods. Designing a questionnaire and schedule,
collection of secondary data, selection of appropriate method for data collection. Sampling
design, various types of sampling designs, sampling and non-sampling errors, selection of
sample size, steps in sampling design, collection of data, scrutiny of data.

Module 111 Representation of data, classification and tabulation, bar chart, pie chart,
histogram, box plot, stem and leaf diagram, frequency curve, scatter plots. Descriptive
measures - mean, standard deviation, testing of hypothesis, hypothesis, types of errors, p-
value, one tailed and two tailed test, Interpretation of results and report writing-meaning of
interpretation, need of interpretation types of report, different steps in report writing, lay out

of research report, precautions for writing research reports.

References

1. Bhattacharya and Sreenivas (1972). Psychometrics and Behavioural Research. Sterling
Publishers, P. Ltd.

2. Gopal, M. H. (1964). An Introduction to Research Procedure in Social Sciences. Asia
Publishing House, Mumbai.

3. Kothari, C. R. (2001). Research Methodology-Methods and Techniques, 2nd Ed. Viswa
Prakashan, New Delhi.

4. Torgerson, W. (1958). Theory and methods of Scaling. John Wiley and Sons, New York.

ST 1551.2 Stochastic Processes
Hours/Week:3

Course Outcomes

On completion of the course, students should be able to:
CO.1: Describe and exemplify concepts of stochastic processes, time space and state space,

classification of stochastic processes based on the nature of time space and state space.
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CO.2: Explain Markov chains: Definition, transition probability matrix, n-step transition

Probability and Chapman-Kolmogorov equation

CO.3: Calculate n-step transition probabilities
CO0.4: Classify states of a finite Markov chain.

CO.5: Distinguish between strict and weak (covariance or wide sense) stationarity,

CO.6: Describe Branching processes, offspring distribution, extinction probabilities.

Module Outcomes

SI. No: Outcomes Taxonomy
On completion of each module, students will be able to: Level
MO1.1 Define probability distributions, generating functions, Understand
Module: 1 conditional distribution
MO 1.2 Articulate and exemplify the concepts of Stochastic Apply
processes, time space and state space.
MO 1.3 Construction of examples of Stochastic processes Create
MO 2.1 Articulate concepts of Markov chains, transition | Understand
Module: Il | probability matrix, n-step transition probabilities
MO 2.2 Calculate n-step transition probabilities Evaluation
MO 2.3 Describe and exemplify classification of states in a | Understand
Markov Chain Evaluation
MO 2.4 Calculate the periodicity of a Markov Chain Understand
MO 2.5 Describe and exemplify: Poisson process
MO 3.1 Distinguish between strict and weak (covariance or Understand
Module: 111 | wide sense) stationarity
MO 3.2 Describe and exemplify branching processes Apply
MO 3.3 Interpret the concept of extinction probabilities Evaluate

COURSE CONTENT

Module I Collection of random variables, joint probability distributions, consistency theorem

(statement only), generating function, distribution of sum of independent random variables,
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conditional distribution, definition of stochastic processes-examples, state space,
classification of stochastic processes with examples.

Module Il Markov process, Markov chain, transition probability, stationary transition
probability, Chapman-Kolmogorov equation (proof not required), stochastic matrix,
classification of states recurrent, transient and periodic, properties, closed set of states,
stationary distribution and ergodic theorem (statement only). Poisson process-postulates,
definition, examples, inter arrival times - its distributions, relation of Poisson process with
binomial and uniform distribution, compound Poisson process-definition, examples and

applications.

Module 111 Stochastic process with stationary and independent increments, stationary
process-wide sense and strict sense, gaussian process. Time series, components of time series,
first order auto regressive process, auto correlation. Branching process-definition, discrete
time and discrete state branching process-examples, probability generating function,
probability of extinction.

Text Books and References

1. Bailey, N. T. J. (1964). Elements of Stochastic Process with Applications to the Natural
Sciences. Wiley, New York.

2. Bartlett, M. S. (1955). An Introduction to Stochastic Processes. Cambridge University

Press.

3. Box, G. E. P and Jenkins, G. M. (1976). Time Series Analysis: Forecasting and Control.

Holden- Day, San Francisco.
4. Medhi, J. (1984). Stochastic Processes. Wiley Eastern Ltd, New Delhi.

5. Samuel Karlin & Howard Taylor (1972). A First Course in Stochastic Process. Academic

Press, NewYork

ST 1551.3: Design of Experiments
Hours/Week: 3

Course Outcomes

On completion of the course, students should be able to:
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CO.1: Explain the concept of design of experiments

CO.2: Identify estimability of a linear parametric function

CO.3:Apply Gauss-Markov theorem for finding BLUE of a parametric

function

CO.4: Explain the principles of experimentation.

CO.5: Perform one-way and two-way analysis of variances
CO.6: Design and analyse CRD, RBD, LSD
CO.7: Perform missing plot analysis in RBD and LSD

Module Outcomes

Sl. No. Outcomes Taxonomy
On completion of each module, students will be able to: Level

MO1.1Explain the concept of design of Understand
Module:l experiments

MO 1.2 Identify estimability of a linear parametric function [Understand

MO 1.3 Apply Gauss-Markov theorem for finding BLUE of

a parametric function. Apply
MO 1.4 Explain the principles of experimentation
Understand

MO 2.1 Define ANOVA Remember
Module:11 MO 2.2 State uses of ANOVA and assumptions Remember

MO 2.3 State the model for one way and two way Remember

classification

MO 2.4 Describe ANOVA Tables Understand

MO 2.5 Perform one way and two analysis of variance Apply

MO 3.1 Define CRD and state its advantages Remember
Module: 11 MO 3.2 Design and analyze CRD Apply

MO 3.3 Define RBD and state its advantages Remember

MO 3.4 Design and analyze RBD Apply

MO 3.5 Define LSD and state its advantages Remember

MO 3.6 Design and analyze LSD Apply

MO 3.7 Analysis of RBD and LSD with missing values Apply

COURSE CONTENT

Module I Concepts of design of experiments, linear estimation, estimability of parametric

function, Gauss-Markov setup, Gauss-Markov theorem, need for design of experiments,

principles of experimentation-randomization, replication and local control.
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Module Il Meaning of Analysis of variance (ANOVA), uses and assumptions, one way and

two-way classification models, ANOVA tables.

Module 11 Basic designs: C.R.D and R.B.D lay out, missing plot techniques for one missing

observation. L.S.D layout, missing plot technique for one missing observations.

References

1. Das and Giri. (1979). Design and Analysis of Experiments. New Age International (P)
Ltd.

2. S. C. Gupta and V.K. Kapoor (2002). Fundamentals of Applied Statistics. Sultan
Chand & Co. New Delhi.

3. Montgomery, C.J. (1976). Design and Analysis of Experiments, Wiley Eastern.

4. Joshi, D.D. (1987). Linear Estimation and Design and Analysis of Experiments,
Wiley Eastern.

ST 1551.4: Official Statistics

Hours/Week: 3

Course Outcomes

On completion of the course, the students will be able to:

CO.1: Explain the present official statistical system in India.

CO0.2: Describe the functions and activities of central and State statistical organisations.
CO0.3: Describe index numbers and its application and apply the various methods of
constructing index numbers.

CO0.4: Construct Consumer price index.

CO.5: Explain time series analysis and develop time series models.

Module Outcomes

SI. No: Outcomes Taxonomy

Level
On completion of each module, students will be able to:
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MO 1.1 Explain the role, function and activities of central and Understand
Module: | State statistical organizations with special emphasis on the role

of Ministry of Statistics & Program Implementation, and NSO

MOL1.2 Explain theorganization of large scale sample surveys.

MO1.3 Explain thegeneral and special data dissemination Understand

systems. Understand

MO 2.1 Explain index numbers and its application. Apply
Module: Il | MO 2.2 Distinguish Price relatives and quantity or volume Understand

relatives, link and chain relatives.

MO 2.3 Explain simple aggregative and weighted average Understand

methods.

MO 2.4Apply the various methods of constructing index Apply

numbers.

MO 2.5 Construct Consumer price index. Apply

MO 3.1 Explain the basic concepts of time series analysis. Understand
Module: 1| MO 3.2 Develop time series models. Apply

MO 3.3 Determine trend and growth curves. Apply

MO 3.4 Analyze seasonal fluctuations. Apply

MO 3.5 Construct seasonal indices. Apply

COURSE CONTENT

Module I Introduction to Indian statistical systems: role, function and activities of central and
State statistical organizations. Role of Ministry of Statistics & Programme Implementation,
National Statistical Office. Organization of large-scale sample surveys. General and special

data dissemination systems.

Module Il Index numbers - its definition, application of index numbers, price relatives and
quantity or volume relatives, link and chain relatives. Problems involved in computation of
index numbers. Use of averages, simple aggregative and weighted average methods.
Laspeyre’s, Paasche’s and Fisher’s index numbers. Time and factor reversal test of index

numbers. Consumer price index.
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Module Il Time series-definition, its different components, illustrations, additive and

multiplicative models, determination of trend, growth curves, analysis of seasonal

fluctuations, construction of seasonal indices.

References:

1. Chat filed, C. (1980). The Analysis of Time Series-An Introduction. 2nd Ed., Chapman and

Hall.

2. Goon, A. M., Gupta, M. K and Desgupta, B. (1986). Fundamentals of Statistics; Vol.Il.

World Press, Calcutta.

3. Mukhopadhay, P. (1999). Applied Statistics. New Central Book Agency Pvt. Ltd. Calcutta.

4. Basic Statistics Relating to the Indian Economy (CSO) 1990.
5. Guide to Official Statistics (CSO) 1995.
6. Statistical System in India (CSO) 1995.

ST 1551.5: Time Series and Forecasting

Course Outcomes

On completion of the course, students should be able to:
CO.1: Understand the concepts of time series.

CO0.2: Evaluate the components of time series.

CO0.3: Understand and apply forecasting techniques.
CO.4: Explain different models of time series.

CO.5: Apply computation techniques and its interpretations.

Module Outcomes

Hours/Week:3

SI. No. Outcomes

On Completion of each module, Students will be able to:

Taxonomy

level

Module: | MO 1.1 Constructs the decomposition of a Time Series

Applying
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MO 1.2 Evaluates the secular trend of a time series using | Evaluating
methods like method of fitting mathematical curves,

Method of moving averages

MO 2.1 Evaluates the Seasonal fluctuations of time Evaluating
Module: Il | series using Method of simple Averages, Ratio to trend
method, Ratio to Moving average method and Link

relative method

MO 3.1 Business forecasting Understanding
Module: 111 | MO 3. 2 Forecasting using linear trend, regression, Evaluating
ARIMA models.

MO 3.3 Computation and interpretation of forecasting Applying

COURSE CONTENT

Module I Time series analysis, utility of time series data-four components, adjustments for
various changes, models of time series. Estimation of trend-methods-freehand drawing, semi-
averages, moving averages, least squares (linear, quadratic and exponential)-Detrending a

time series.

Module Il Estimation of seasonal variation-methods of construction of seasonal index-
average method, ratio to trend method, link relative method, Depersonalization. Estimation of
cyclical variation-residual method, direct method, reference cycle analysis method, harmonic

analysis method. Estimation of irregular variations.

Module I11 Business forecasting and its importance, Methods of forecasting, linear trend,
regression (single & double), ARIMA models (Box-Jenkins method-not to be examined).
Computer based forecasting (understanding of the use of software in analysis). Interpretation

of outputs expected.

References

1. D. N. Elhance, Veena Elhance & B. M. Agarwal, Kitab (1995). Fundamentals of

Statistics, Mahal Publications.
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2. S. C. Gupta & V. K. Kapoor (2002), Fundamentals of Applied Statistics, Sultan
Chand & Sons.
3. Parimal Mukhophadyay (1998). Applied Statistics.

4. G. V. Shenoy &Madan Paul, Statistical Methods in Business and Social Sciences.

ST 1551.6: Statistics for Psychology and Education
Hours/week: 3

Course Qutcomes

On completion of the course, students should be able to:

CO.1: State main ideas about the concepts of basic Statistics.

CO.2: Prepare a questionnaire and conduct a sample survey.

CO.3: Describe of various Statistical tools.

CO.4: Express some ideas about the applications of Statistics in different areas of
psychological studies.

CO.5: Calculate the various measures of correlation coefficient.

Module Outcomes

Sl. No: Outcomes Taxonomy
On completion of each module, students will be able to: Level
MOL1.1Explain the need, scope and limitations of statistics Understand
Module: | MO 1.2 Outline the elements of sample survey. Remember
MO 1.3 Prepare a questionnaire Apply
MO 1.4 Classify scales of measurements into nominal, Understand

ordinal, interval and ratio
MO 1.5 Define derived scores Remember
MO 1.6 Articulate the concepts of translating raw scores to Understand
standard scores
MO 1.7 Articulate the concept of score transformation Understand

MO 1.8 Define percentile scores Remember
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MO 1.9 Articulate the concept of comparability of scores

Understand

MO 1.10 Define normalized standard scores. Remember

MOL1.11 Discuss the methods of estimating reliability and Understand

factors affecting reliability.

MO2.1 Compute the correlation techniques applied in Apply
Module: 11 evaluation of test materials

MO 2.2 Compute the Karl Pearson’s coefficient of Apply

correlation and Spearman’s rank correlation.

MO2.3 Memorize Biserial correlation, point biserial Remember

correlation, tetrachoric correlation, partial correlation and phi

coefficient.

MO3.1 Explain the chi-square test (test of association) and Understand
Module: I contingency coefficient

MO 3.2 Explain Fisher’s exact test, Yule’s Q-tests of Understand

hypothesis, basic concepts (an overview of parametric and

non-parametric tests).

MO 3.3 Explain sign tests, run test, median test, Mann- Understand

Whitney U test and Wilcoxon signed rank test

MO 3.4 Interpret the results obtained to describe above. Apply

COURSE CONTENT

Module 1 Introduction-scope and limitations of statistics, elements of sample survey,

preparation of questionnaire, variables and constants-scales of measurements-derived scores-

translating raw scores to standard scores - score transformation, percentile scores,

comparability of scores, normalized standard scores, methods of estimating reliability, factors

affecting reliability.

Module Il Correlation techniques applied in evaluation of test materials, Karl Pearson’s

coefficient of correlation, Spearman’s rank correlation, biserial correlation, point biserial

correlation, tetrachoric correlation, partial correlation, phi coefficient.
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Module 111 Tests of association - chi-square-contingency coefficient, Fisher’s exact test,
Yule’s Q-tests of hypothesis, basic concepts (an overview of parametric and nonparametric
tests). Nonparametric tests: sign tests; run test; median test; Mann-Whitney U test; Wilcoxon

signed rank test (Interpretation of results expected).

References
1. Y. P. Agarwal (1986). Statistical Methods, Concepts, Application and Computation,
Sterling Publications.
2. Edward. W. Minium, Bruce. M. King, GordenBear (2002). Statistical Reasoning in
Psychology and Education. John Wiley and Sons.
3.H. E. Garrett (2006). Statistics in Psychology & Education.

ST 1551.7: Econometric Methods
Hours/Week: 3

Course Qutcomes

On completion of the course, students should be able to:

CO.1: Describe simple and multiple linear regression models and its assumptions.
CO.2: Apply principle of least square method to estimate the parameters in simple and
multiple linear regression models.

CO0.3: Identify multi collinearity problem and its consequences.

CO.4: Describe generalized least square method of estimation.

CO.5: Understand the test for autocorrelation

CO0.6: Understand the role of dummy variable and lagged variable

Module Outcomes

SIL.No Outcomes Taxonomy
On completion of each module, students will be able level
to
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MO 1.1 Explain econometric concepts and Understand
Module: I | techniques

MO 1.2 Describe normal distribution and its Understand

properties

MO 1.3 Explain simple linear regression model Apply

MO 1.4 Describe Simple and multiple correlation Understand

MO 1.5 Describe least square estimators. Understand

MO 2.1 Explain simple linear regression model Analyse
Module: Il | MO 2.2 Describe Least square and maximum Understand

likelihood method of estimation

MO 2.3 Explain inference regarding simple linear Apply

regression parameters

MO 3.1 Explain multiple linear regression models Understand
Module: 111 | MO 3.2 Explain inference regarding multiple Analyse

regression parameters

MO 3.3 Define multicollinearity Remember

MO 3.4 Describe method of Generalised least squares. Understand

MO 3.5 Explain test for autocorrelation Understand

MO 3.6 Explain the concept of dummy and lagged Understand

variables

COURSE CONTENT

Module | Basic concepts, definition and scope of econometric methods, economic models,

examples, types of variables. Normal distribution-definition and properties, correlation and

regression-simple and multiple, least square method of estimation.

Module Il Simple linear model, estimation of parameters, ordinary least square method,

maximum likelihood method, properties of estimators, confidence interval and hypothesis

testing.

Module 111 General linear model-assumptions, least square estimators, confidence interval

and hypothesis testing, multicollinearity-meaning and consequences. Generalized least square
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estimators, auto correlation, tests for autocorrelation, heteroscedasticity, dummy variables

and lagged variables (concepts only).

References
1. Gujarathi, D. (1979). Basic Econometrics. McGraw Hill.
2. Johnston, J. (1984). Econometric Models, 3rd edition. McGraw Hill.
3. Koutsoyiannis, A. (1979). Theory of Econometrics. Mac million Press.
4. Madanani, G. M. K. (2005). Introduction to Econometrics Principles and
Applications, 7th edition. Oxford and IBH Publishing Co. Pvt. Ltd.

ST 1551.8: Essential Statistics for Social Sciences

Hours/week: 3

Course Qutcomes

On completion of the course, students should be able to:

CO.1: Describe the importance of Statistics in social research

C0.2: Define the main steps in conducting a sample survey

CO.3: Prepare diagrams and graphs to represent frequency tables

CO0.4: Compute the different measures of central tendency and variability of a given data
CO.5: Explain the relation between two variables using correlation and regression

CO.6: Express the concept of probability and define some basic probability distributions
CO.7: Discuss the basic concepts regarding testing of hypothesis

C0.8: Explain the uses of various non-parametric tests

Module Outcomes

SI.No. Outcomes Taxonomy

On completion of each module, students will be able to: level

MO 1.1 Describe the important applications of Statistics in | Remember
Module: 1 social research
MO 1.2 Outline the main steps involved in conducting a Remember
sample survey

MO 1.3 Summarize the points to be remembered while Understand

preparing a questionnaire

68



MO 1.4 Discuss the concepts of classification and Understand

tabulation

MO 1.5 Prepare suitable diagrams and graphs to represent | Apply

frequency tables

MO 2.1 Compute the measures of central tendency of a Apply
Module: Il | given data

MO 2.2 Explain the concept of percentiles Understand

MO 2.3 Compute the different absolute and relative Apply

measures of dispersion

MO 2.4 Write the simple linear regression equations Apply

corresponding to given bivariate data

MO 2.5 Compute the coefficients of correlation between Apply

variables based on bivariate data

MO 3.1 Express the concept of probability Understand
Module: 111 | MO 3.2 Define binomial, Poisson and normal distributions | Remember

MO 3.3 Explain the concept of association between Understand

variables

MO 3.4 Explain the basic concepts regarding testing of Understand

hypothesis.

MO 3.5 Describe the uses of some nonparametric tests Remember

COURSE CONTENT

Module I Basic Statistics, definition and functions of Statistics, Importance of Statistics to
social research, elements of sample survey, preparation of questionnaire, opinion polls,

Gallop polls, etc. Classification and tabulation-frequency tables and its diagrammatic &

graphical representations.

Module 11 Measures of central tendency-mean, median, mode, percentiles and percentile

score. Measures of variability, absolute and relative measures, correlation and regression.

Module 111 Simple concepts of probability. Binomial, Poisson and Normal distributions.

(Simple problems and basic concepts without derivations), Contingency tables &coefficients
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of association, interpretation of results, Basic concepts of testing of hypothesis, concepts of
parametric-non parametric tests, non-parametric tests- Sign test (one sample and two
samples), Run, Median, Wilcoxon sign test, K-S test (one sample and two samples), Kruskal-
Wallis test, Friedman two way analysis of variance (names and uses only without any
problem and derivation)

References

1. Blalock H.M. and Blalock A.B. (1968). Methodology in Social Research. McGraw
Hill

2. Elifson K.W., Runyon R.P. &Haber A. (1998). Fundamentals of Social Statistics. 3™
Ed. Mc Graw Hill — International edition.

3. Gillespie D. F.& Glisson C. (1992). Quantitative methods in Social Work: State of the
art. Binghamton

4. Weinbach R. W. & Grinnell R. M. (1997). Statistics for Social Workers. New York:
Longman.

ST 1551.9: Statistics for Humanities
Hours/Week: 3

Course Outcomes

On completion of the course, students should be able to:

CO.1: Explain the history and scope of statistics & describe the steps involving a statistical
survey.

CO.2: Prepare a questionnaire.

C0.3: Collect primary & secondary data.

CO0.4: Construct the diagrams and graphs for a given dataset ().

CO.5: Compute & compare measures of central tendency & dispersion.

CO.6: Compare correlation &association.

CO.7: Compute and interpret test of association of attributes.

Module Outcomes

SI. No: Outcomes Taxonomy

On completion of each module, students should be able to: Level
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MO 1.1 Recall the history, functions, limitations and scope of | Remember

statistics in various fields.

Modute: | MO 1.2 Describe the steps involved in a statistical survey Understand
MO 1.3 Explain the methods of collecting primary data. Understand
MO 1.4 Explain the sources and precautions to be included in | Understand
the collection of secondary data.
MO 1.5 Consider the points to be remembered while framing | Remember
a questionnaire.
MO 2.1 Explain the various types of classification. Understand
Module: |1 MO 2.2 Construct frequency distribution. Apply
MO 2.3 Identify and construct the diagrams and graphs fora | Apply
given dataset (s).
MO 3.1Compute measures of central tendency, Absolute and | Apply
Module: 111 relative measures of dispersion.
MO 3.2 Compare the performance and consistency of given Apply
datasets.
MO 3.3 Construct and interpret Lorenz curve for the Apply
dataset(s).
MO 3.4 Distinguish between correlation & association. Analyze

MO 3.5 Compute and interpret Karl Pearson’s &Spearman’s | Apply
coefficient of correlation.
MO 3.6 Compute and interpret test of association of Apply

attributes.

COURSE CONTENT

Module I Statistics-introduction-origin & growth of statistics, function of statistics, scope of
statistics, statistical methods, statistics & computers - organizing a statistical survey,
introduction, planning the survey, executing the survey. Collection of data - introduction,
primary & secondary data, methods of collecting primary data, preparation of questionnaire,

source of secondary data, editing primary and secondary data.
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Module 11 Classification and tabulation of data: meaning and objective of classification,

types of classification, tabulation of data, types of tables. Formation of discrete and

continuous frequency distribution. Diagrammatic and graphic representation of data.

Significance of diagrams and graphs. General rules for constructing diagrams.

Module 111 Descriptive Statistics: Measures of central tendency, measures of variation

(absolute and relative measures). Lorenz curve. Correlation - scatter diagram, Karl Pearson’s

coefficient of correlation, Spearman’s coefficient of correlation, association of attributes and

their tests of association.

References

1.

Blalock, H. M and Blalock, (1971). Methodology in Social Research., Mc Graw-
Hill.
D. N Elhance, Veena Elhance and B. M Agarwall. Kitab (1995). Fundamentals of
Statistics. Mahal Publications.
G. V. Shenay, Madan Pant.Statistical Methods in Business and Social sciences.
Macmillan India Ltd.
Kothari, C. R. (2001). Research Methodology-Methods and Techniques, 2nd Ed.
Viswa Prakashan, New Delhi.
Torgerson, W. (1958). Theory and methods of Scaling. John Wiley and Sons, New
York.

ST 1551.10: Geostatistics

Hours/Week: 3

Course Outcomes

On completion of the course, the students will be able to:

CO.1: Explain the elementary principles of Statistics such as measures of central tendency,

absolute and relative measures of dispersion.

CO0.2: Identify statistical methods generally used in Earth Sciences.

CO.3: Use statistical tools for analysis of data from different areas of geosciences.

CO.4: Carry out test of hypothesis.
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Module Outcomes

Outcomes Taxonomy
Sl. No: On completion of each module, students will be able to: Level

MO 1.1 Distinguish between primary and secondary data. Understand
Module: | MO 1.2 Distinguish between quantitative and qualitative data. Understand

MO 1.3 Define and compute mean, median, mode, range, Apply

standard deviation and coefficient of variation.

MO 1.4 Define relative measures of dispersion. Remember

MO 1.5 Compute correlation coefficient. Apply

MO 1.6 Construct regression lines for data sets Apply

MO 2.1 Define classical and frequency definition of probability | Understand
Module: 11 MO 2.2 State Addition, multiplication and Bayes’ theorems. Understand

MO 2.3 Compute probabilities Apply

MO 2.4 Define Random variable and its expectation. Understand

MO 2.5 Explain binomial, Poisson and normal distributions. Understand

MO 3.1 Distinguish between large and small sample tests. Understand
Module: 111 MO 3.2 Test mean and variance corresponding to single Apply

population.

MO 3.3 Test equality of means and variances of two Apply

populations.

MO 3.4 Describe discriminant analysis, cluster analysis, factor | Remember

analysis

COURSE CONTENT

Module I: Concepts of primary data and secondary data, population and sample; basic steps

in statistical study. Data- quantitative and qualitative. Measures of central tendency- mean,

median and mode. Measures of dispersion-range and standard deviation. Relative measure of

dispersion-coefficient of variation.lllustration using geological and geographical data. Scatter

diagram, Correlation, least square methods (concept only) and Construction of regression

lines for data sets.
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Module 11: Random experiments, sample space, events, definition of probability-classical
and relative frequency definition. Addition and multiplication theorem (statement only).
Bayes’ theorem (statement only) and applications. Random variable and mathematical
expectation. Basic distributions-binomial, Poisson and normal (basic concepts only).

Illustration using geological data.

Module I1I: Basic concepts of statistical inference-statistical hypothesis, simple and
composite hypothesis, two types of errors, significance level, p-value. Large sample tests and
small sample tests for population mean, variance (one or two sample)-concept and simple
problems only. Analysis of variance: one way and two-way classification - concept only.
Analysis of multivariate data: discriminant analysis, cluster analysis, factor analysis (basic
concepts and examples).

References:

1. Cheeney, R. F (1983). Statistical Methods in Geology.

2. Davis, J. C. (2002). Statistics and Data Analysis in Geology. 3rd Ed. John Wiley (Chapters
2,4 &6).

3. Miller, R. L. and Khan, T. S. (1962). Statistical Analysis in the Geological Analysis. Wiley
4. Nebendu Pal and Sahadeb Saikar (2008). Statistics Concepts and Applications. Prentice
Hall of India. Chapters (1, 2, 3, 4, 5).

ST 1551.11: Data Analysis

Hours/week: 3

Course Outcomes

On completion of the course, students should be able to:

CO.1: Calculate the various measures of central tendency and dispersion, correlation
coefficient.

CO0.2: Distinguish between partial and multiple correlation.

CO0.3: Realize the difference between simple and multiple regression.

C0.4: Use R for statistical data analysis.

CO.5: Analyze data using R and understand the insights from it.

CO.6: Familiarize the uses of various parametric and non-parametric tests.
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Module Outcomes

SI. No: Outcomes Taxonomy
On completion of each module, students will be able to: Level

Module: 1 MO 1.1 Classify and tabulate the given data. Understand
MO 1.2 Apply various diagrammatic and graphical tools to Apply
represent a given data.

MO 1.3 Demonstrate the use of R. Apply

MO 1.4 Describe the stages of processing interpretations. Understand
MO 1.5 Define measures of central tendency, measures of Remember
dispersion, skewness, kurtosis and correlation .

Module: 11 MO 2.1 Distinguish between partial and multiple correlation. Understand
MO 2.2 Realize the difference between simple and multiple Understand
regression.

MO 2.3 Describe testing the significance of partial and Understand
multiple correlation.

Module: I MO 3.1 Memorise the normal test Remember
MO 3.2 Memorise the chi-square test (parametric) Remember
MO 3.3 Memorise the t-test, F-test Remember
MO 3.4 Outline the features of ANOVA (one way and two Remember
way).

MO 3.5 Memorise the chi square test (non-parametric) Remember
MO 3.6 Explain the Mann-Whitney test, Wilcoxon test,
Kruskal-Wallis test and Friedman test. Understand

COURSE CONTENT

Module 1 Classification, tabulation, charts, graphical representation, use of statistical
package R to describe the above, stages of processing interpretations, computation of
statistical constants, measures of central tendency, measures of dispersion, skewness,

kurtosis, correlation, interpretations.

75




Module Il Partial and multiple correlation, simple and multiple regression, testing the

significance of partial and multiple correlation.

Module 111 Parametric tests - normal test, chi-square test, t-test, F-test, ANOVA (one way
and two way). Nonparametric tests-chi square test, Mann-Whitney test, Wilcoxon test,

Kruskal-Wallis test, Friedman test.

References

1. Agarwal, B. L (2009). Basic Statistics. Wiley Eastern, Ltd. New Delhi.

2. Dalgaard, P.(2008). Introductory Statistics with R, Springer, New York.

3. Gupta, S. C and Kapoor, V. K. (2002). Fundamentals of Mathematical Statistics, 11" Ed.
Sultan Chand & Sons, New Delhi.

4. Gupta, S. P (2011). Statistical Methods. Sultan Chand & Sons, New Delhi.

5. Kerns, G J. (2010). Introduction to Probability and Statistics using R.

Web Resources:
1. https://cran.r-project.org

2.https://cran.r-project.org/manuals.html

3.https://www.r-project.org/other-docs.html

4. https://journal.r-project.org/

5. https://www.r-bloggers.com
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UNIVERSITY OF KERALA
First Degree Programme under CBCSS
Scheme and Syllabus (Outcome Based Education) of Complementary
STATISTICS for B. Sc. Mathematics Core
(with effect from 2022 Admission)

The syllabus is designed with an aim to equip the students with the major concepts and
methods of Statistics along with the tools required to implement them in practical situations. The
syllabus is prepared in accordance with the Outcome Based Education (OBE) paradigm. The
curriculum is dispensed using a combination of classroom teaching, discussions, presentations,
practicals, assignments, class tests etc. The syllabus has been designed to stimulate the interest of
the students in Statistics and prepared in order to equip the students with a potential to contribute
to the academic and industrial requirements of the society. Emphasis is given to understand the
basic concepts and data analysis tools. There are practical sessions in each semester. Numerical
problems solving using scientific calculators is also included in the End Semester Examination
(ESE) of Courses in the semesters I, I, 111 & IV. Statistical computation with R is introduced
which would help the students for analyzing data by making optimum usage of time and
resources. For practical classes, there shall be one faculty member in charge of every 16 students
(based on sanctioned strength), in accordance with the University regulations. There will be one
ESE of 2 hours duration on practical using R in Semester IV.

It is mandatory to submit a duly certified Record book of practical sheets, consisting of
printout of numerical problems, their R codes and results, for appearing for ESE of practical
course. ESE of the practical course with a maximum of 60 marks will be held under the
supervision of External Examiners duly appointed by the University. The External Examiner will
also evaluate the Record books of practical work done at Lab for 20 marks.

Course Structure:

Weightage
Course rlou! No. of Total ESE o
Semester Title of the course week . Hrs/ . In %
Code credits Duration
Semester
L|P CE | ESE

I |ST 1131.1) Descriptive Statistics and Bivariate Analysis| 2 |2 | 2 72 3hrs 20| 80

Il |ST 1231.1| Probability and Random Variables 212 2 72 3hrs | 20| 80
I ST 1331.1] Statistical Distributions 32| 3 90 3hrs |20 80
ST 1431.1) Statistical Inference 3 3hrs | 20| 80
v 3|2 90
ST 1432.1| Practical using R 4 2hrs |20 | 80

L — Lecture hour; P- Practical (Lab) hour



Semester - |
Course - |
ST 1131.1: Descriptive Statistics and Bivariate Analysis
Credits: 2
Hours/week: 4 (L-2, P-2)

Course Outcomes

On completion of the course, students will be able to:

CO.1: Explain the concepts of statistical surveys, sampling, census and various sampling
methods like simple random sampling, systematic sampling, and stratified sampling.

CO0.2: Design questionnaires and carry out surveys.

CO.3: Collect and present raw data using frequency tables as well as appropriate graphs.

CO.4: Summarize data using various measures of central tendency, dispersion, skewness and
kurtosis.

CO.5: Explain the concepts of scatter diagram, correlation and calculate the correlation between
two variables.

CO0.6: Explain the concept of regression, fit various regression equations to given data sets and
predict values of response variables.

CO.7: Explain various concepts associated with the two regression lines and identify the
regression lines for given data sets.

C0.8: Practicals: Use R built in functions to solve numerical problems associated with topics
covered in Modules I and I1.

Module Outcomes

s1. No: Outcomes 'Lr:_\)/(glnomy
On completion of each module, students should be able to:
MO 1.1 | Define various scales of data Remember
MO 1.2 | Distinguish between primary and secondary data Understand
MO?ULE MO 1.3 | Articulate concepts of statistical surveys, sampling, and census Understand
Part B MO 1.4 | Define various methods of sampling Remember
MO 1.5 | Design a questionnaire and carry out a simple survey Understand
MO 1.6 | Construct various frequency tables Create
MODULE MO 2.1 Calculate the variogs measures of central tendency, dispersion, Apply
2 skewness and kurtosis.




Compare the merits and demerits of various measures of central

MO 2.2 . . Understand
tendency and dispersion.
MO 2.3 Describe certain theoret_lcal p_ropertles of the measures of central Understand
tendency, measures of dispersion and moments
MO 2.4 C_ompa_re various data sets base(_j on measures of central tendency, Evaluate
dispersion, skewness and kurtosis.
MODULE MO 3.1 | Explain concepts of scatter diagram, correlation and regression. Understand
3 MO 3.2 | Apply principle of least squares to fit various curves Apply
MO 3.3 | Fit various curves to data sets Apply
MO 4.1 | Construct regression lines for data sets. Apply
MO 4.2 | Identify regression lines Analyze
MODULE | MO 4.3 | Calculate angle between lines, point of intersection etc. Analyze
4 > ~ . ;
MO 4.4 CalculaFe Pearsc?n_ S coefﬁ_ment of correlation, Spearman’s rank Evaluate
correlation coefficient and interpret the results.
MO 4.5 | Coefficient of determination and coefficient of alienation Remember
MODULE Use built in R functions:
S (i) For representing data using diagrams and graphs.
(Por;‘gigglr MOS.1 | (i) For calculating the various measures of descriptive statistics Apply
Exam)

Course Content

Module I:

Part A: Introduction (Not for Examination Purpose): Definition and significance of Statistics,
Limitations and misuse of Statistics, Official Statistical system of India. Types of Data: Concepts of
primary data and secondary data, population, and sample; Classification of data based on geographic,
chronological, qualitative and quantitative characteristics.

Part B: Collection and Presentation of Data: Scales of data-nominal, ordinal, interval and ratio.
Methods of collection of primary data—Preparation of questionnaires / schedules. Secondary data —
major sources and limitations; Census and Sample Surveys; Methods of sampling (concepts only):
Probability and non-probability sampling, simple random sampling with replacement (SRSWR) &
simple random sampling without replacement (SRSWOR), Systematic sampling and Stratified
sampling; sampling and non-sampling errors; Classification and tabulation - Construction of tables
with one or more factors of classification, frequency distributions, relative and cumulative frequency
distributions.

Module II:

Summarization of Data: Central tendency- mean, median, mode, geometric mean, harmonic mean;
properties of arithmetic mean and median; Relationship between AM, GM and HM; Absolute and
relative measures of dispersion: Range, quartile deviation, mean deviation and standard deviation;
Properties of mean deviation, standard deviation, combined mean and combined standard deviation;




coefficient of variation; moments - raw and central moments; relationship between raw and central
moments; effect of change of origin and scale; skewness, kurtosis and their measures.

Module I11:
Bivariate data: Scatter diagram, fitting of curves- Principle of least squares, fitting of straight line

y = ax+Db, fitting of curves: y=ax®+bx+c,a=0, y=ab*, y=ax", y=ae™.

Module IV:
Karl Pearson’s coefficient of correlation, Spearman’s rank correlation coefficient, regression lines
and prediction, coefficient of determination and coefficient of alienation (definition only)

Module V: (only for Practical Exam)

Basics of R (as given in Practical Sheet - 1); Practical based on Modules | & Il — Data analysis:
presentation of data — charts and diagrams, calculation of descriptive statistics, moments, measures of
skewness and kurtosis.

References:

1. Agarwal, B.L. (2006). Basic Statistics. 4th Edition, New Age international (P) Ltd., New
Delhi.

2. Gupta S. P. (2004). Statistical Methods. Sultan Chand & Sons, New Delhi.

3. Gupta, S. C., and Kapoor, V. K. (1994). Fundamental of Mathematical Statistics. Sultan
Chand & Sons, New Delhi.

4. Kenny J. F (1947). Mathematics of Statistics Part One. 2nd Edition, D. Van Nostard
Company, New Delhi-1.

5. Kenny J. F & Keeping E. S (1964). Mathematics of Statistics —Part Two. 2nd Edition, D.
Van Nostard Company, New Delhi-1.

6. Mukhopadhyay, P. (1996). Mathematical Statistics. New Central Book Agency (P) Ltd,
Calcutta.

Semester — 11
Course - 11
ST 1231.1: Probability and Random Variables
Credits: 2
Hours/week: 4 (L-2, P-2)

Course outcomes

On completion of the course, the students should be able to:



CO.1: Distinguish between random and non-random experiments.

CO.2:
CO.3:

theorem.

CO.4:

CO.5:

CO0.6: Calculate moment generating function and characteristic function.
CO.7: Determine the conditional mean and variance of a random variable.
CO0.8: Evaluate the correlation between two random variables.

CO.9:

covered in modules 111 and IV of ST 1131.1 (of Semester -1)

Module Outcomes

Evaluate the probabilities of events using classical, statistical and axiomatic approaches.
Identify independent events; calculate conditional probability and application of Bayes’

Distinguish between discrete and continuous random variables with its probability

distributions.
Assess the independence of random variables.

Practical: Use R built in functions to solve numerical problems associated with topics

Outcomes
SI. No: 'Ll'géglnomy
On completion of each module, students should be able to:
MO 1.1 | Distinguish between Random and non-random experiments Understand
MO 1.2 E]z(g\llzlrr]ltsthe concepts of sample space, types of events and algebra Understand
MODULE Describe the probabilities of events using classical, statistical and
1 MO 1.3 i ; Apply
axiomatic approaches.
MO 1.4 | Identify mutually exclusive and exhaustive events Understand
MO 1.5 | Define equally likely events Remember
MO 2.1 Determine the conditional probability and apply multiplication Evaluate
MODULE theorem
2 MO 2.2 | Explain the concepts of independence of events Analyze
MO 2.3 | Use Bayes’ theorem to evaluate posterior probabilities Apply
MO 3.1 | Explain the concept of random variables Understand
MO 3.2 Distinguish between the discrete and continuous random variables Analvze
"~ | and find its probability distributions Y
MODULE Evaluate marginal and conditional distributions of bivariate
MO 3.3 ; Evaluate
3 random variables
MO 3.4 | Check for the independence of random variables Analyze
MO 3.5 Apply the concepts of transformation of univariate random Analyze
variables
MO 4.1 Explaln_ the concepts of mathematical expectation and its Understand
properties.
Determine the mathematical expectation of a discrete and
MODULE MO 4.2 continuous random variable Apply
4 MO 4.3 C'alc.ulatfe the conditional mean and variance of bivariate Apply
distributions
MO 4.4 Explain the basic concepts of moment generating function and Apply

characteristic function




MO 4.5 Evaluate the covariance and correlation coefficient of two random Appl
"~ | variables. pPly
MODULE
5 - . .
Use built in R functions to solve numerical problems
ggzizg: MO 5.1 corresponding to modules 111 and 1V of ST 1131.1 of Sem-1 Apply
Exam)

Course content

Module I:

Random experiments - sample space and sample point; Events-algebra of events, concepts of
equally likely, mutually exclusive and exhaustive events.

Probability: Statistical regularity, classical approaches, Axiomatic approach, theorems in
probability, probability space.

Module I1:
Conditional probability, multiplication theorem, independence of two and three events, compound
probability, Bayes’ theorem and its applications.

Module I11I:

Random variables - discrete and continuous, probability mass function and probability density
function, distribution function, joint distribution of two random variables, marginal and conditional
distributions, independence, transformation of variables-one-to-one transformations - univariate
case only.

Module 1V:

Expectation of random variables and its properties, theorems on expectation of sums and product of
independent random variables, conditional expectation, moments, moment generating function,
characteristic function, their properties and uses; bivariate moments, Cauchy- Schwartz inequality
and correlation coefficient.

Module V: Practical (Numerical Problems) based on Modules Il & 1V of ST 1131.1 (Sem.1) —
Scatter diagram, curve fitting, measures of correlation, regression analysis.

References

1. Bhat B. R. (1985). Modern Probability Theory. New Age International (P) Ltd, New
Delhi.

2. Gupta, S. C., and Kapoor,V. K. (1994). Fundamentals of Mathematical Statistics.
Sultan Chand & Sons. New Delhi.

3. Mukhopadhyay, P. (1996). Mathematical Statistics. New Central Book Agency (P)
Ltd, Calcutta.
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Pitman, J. (1993). Probability. Narosa Publishing House, New Delhi.

5. Rao C. R. (1973). Linear Statistical Inference and its Applications. 2" edition, Wiley,
New York.

6. Rohatgi V. K. (1993). An Introduction to Probability Theory and Mathematical

Statistics. Wiley Eastern, New Delhi.

Semester — 111
Course - 11
ST 1331.1: Statistical Distributions
Credits: 3
Hours/week: 5 (L-3, P-2)

Course Outcomes

On completion of the course, students will be able to:

CO.1: Define various discrete and continuous standard distributions and explain their theoretical
properties.

CO.2: Solve numerical problems associated with discrete and continuous standard distributions.

CO.3: Fit binomial, Poisson and normal distributions to data sets and calculate theoretical
frequencies.

CO0.4: Explain the laws of large numbers and apply them to solve numerical problems

CO.5: Define sampling distributions (normal, chi-square, Students t and F) and solve elementary
numerical problems.

CO0.6: Practicals: Use built in functions of R to solve numerical problems on modules I, Il & 1V,

Module Outcomes

Outcomes
SlI. No: Ig\)/(glnomy
On completion of each module, students should be able to:
MO 1.1 Expl_aln_dlscrete standard distributions and their practical Understand
applications.
MODULE | MO 1.2 | Describe the theoretical properties of these distributions. Understand
1 MO 1.3 | Solve numerical problems associated with these distributions. Apply
MO 1.4 Fit bmc_)mlal and P0|_sson distributions to data sets and calculate Analyze
theoretical frequencies.
MODULE | MO 2.1 | Define continuous standard distributions. Understand
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2 MO 2.2 | Describe the theoretical properties of these distributions. Understand
MO 2.3 | Solve numerical problems associated with these distributions. Apply
MO 2.4 :C:It Norm_al distribution to data sets and calculate theoretical Analyze
requencies.
MO 3.1 | Explain Chebycheff’s inequality and laws of large numbers. Understand
M02ULE MO 3.2 | Derive Chebycheff’s inequality and laws of large numbers. Apply
MO 3.3 | Apply the laws of large numbers to solve numerical problems. Analyze
MO 4.1 | Distinguish between parameter and statistic. Understand
MO 4.2 | Define sampling distributions (normal, chi-square, t and F). Remember
MODULE | MO 4.3 | Derive distributions of sample mean and sample variance. Understand
4 - - - - - -
MO 4.4 Sqlve nur_nerlcal problems associated with these distributions Apply
using their respective table values.
MO 4.5 | State relations between the sampling distributions. Remember
MODULE Use built-in R functions to solve numerical problems associated
5 with standard distributions and sampling distributions. Appl
lyfor | MOS5.1 : i PPy
(on y for -1 | (to the extent of the portions covered in the modules I, Il and 1V)
Practical
Exam)

Course Content

Module I:

Standard Distributions (Discrete)- uniform, binomial, Poisson and geometric- moments, moment
generating function, characteristic function, problems, additive property (binomial and Poisson),
recurrence relation (binomial and Poisson), Poisson as a limiting form of binomial, memoryless
property of geometric distribution; Fitting of binomial and Poisson distributions; hypergeometric
distribution (definition, mean and variance only).

Module I1:

Standard Distributions (Continuous)— uniform, exponential, and gamma - moment generating
function, characteristic function, problems; memoryless property of exponential distribution; additive
property of gamma distribution; beta distribution (I and Il kinds)- moments, normal distribution-
moments, moment generating function, characteristic function, problems, recurrence relation of
central moments; convergence of binomial and Poisson to normal.

Module I1;

Chebychev’s inequality; Law of large numbers-BLLN, convergence in probability (definition only),

WLLN; central limit theorem (Lindberg-Levy form) - statement and applications only.

Module 1V:

Sampling distributions - Parameter and statistic, Sampling distributions- Distribution of mean of a
sample taken from a normal population, chi-square - definition and properties, t and F distributions
(definitions only) and statistics following these distributions, relation between normal, chi-square, t
and F distributions.




Module V:

Numeric problems based on Modules I, 1l & 1V — Discrete and continuous probability distributions
and evaluation of probabilities, sampling distributions and their probability evaluation, random
number generation.

References

1. Gupta S.C. and Kapoor V.K. (1980). Fundamentals of Mathematical Statistics. Sultan
Chand and Sons, New Delhi.

2. John E. Freund (1980). Mathematical Statistics. Prentice Hall of India, New Delhi.

3. Medhi J. (2005). Statistical Methods-An Introductory Text. New Age International (P)
Ltd, New Delhi.

4. Mukhopadhyay, P. (1996). Mathematical Statistics. New Central Book Agency (P) Ltd,
Calcutta.

5. Rohatgi V. K. (1993). An Introduction to Probability Theory & Mathematical Statistics.
Wiley Eastern, New Delhi.

Semester — IV
Course - IV
ST 1431.1: Statistical Inference
Credits: 3
Hours/week: 5 (L-3, P-2)

Course outcomes

On completion of the course, the students should be able to:

CO.1: Analyze a sample to draw valid inferences about the parameters of a statistical population.

CO.2: Explain the properties of estimators and solve numerical problems for the point and
interval estimators of the parameters.

CO0.3: Explain the concept of testing statistical hypotheses.

CO.4: Identify two types of errors, compute level of significance and power of a test.

CO.5: Conduct tests for hypothesis about the population mean and proportion using large
samples.



C0.6: Conduct tests for hypothesis about the homogeneity and independence using chi-square
statistics.

CO.7: Conduct tests for hypothesis about the mean and variance for normal population using
small samples.

C0.8: Carry out and interpret ANOVA.

C0.9: Practical: Use R built-in functions to solve numerical problems associated with topics

covered in various modules.

Module outcomes

Outcomes
SI. No: 'Ll'zcglnomy
On completion of each module, students should be able to:
MO 1.1 | Define point estimator of a parameter in a statistical population. Remember
MO 1.2 | llustrate whether an estimator satisfying unbiased and consistent. Understand
MO 1.3 | Explain sufficiency and efficiency of an estimator. Apply
MODULE Describe maximum likelihood estimator and moment estimator of
1 MO 1.4 Apply
a parameter.
MO 1.5 | Define confidence interval. Remember
MO 1.6 _Construct cc_)nfldence intervals for mean, variance and proportion Apply
in a population.
MO 2.1 | Explain the concept of statistical hypothesis. Understand
MODULE | MO 2.2 | Describe two types of errors in a statistical hypothesis. Understand
2 MO 2.3 | Determine the level of significance and power of a test. Apply
MO 2.4 | Explain Neyman- Pearson lemma. Apply
MO 3.1 | Define large sample and small sample tests. Remember
MO 3.2 Describe the test_procedure for mean and proportion (one and two Apply
MODULE sample cases) using large samples.
3 MO 3.3 | Examine the homogeneity and independence using chi-square tests Apply
MO 3.4 | Explain paired t test. Apply
MO 3.5 Describe the test procedure for mean aqd variance (one and two Apply
sample cases) for normal population using small samples.
MO 4.1 | Explain the concept of Analysis of variance. Understand
MODULE MO 4.2 Explain the model and hypothesis of one way and two way Understand
4 classified data.
MO 4.3 | Construct ANOVA table and draw inferences from it. Evaluate
MODULE
5 - . . .
Use built-in R functions to solve numerical problems associated
(only for 1 MO S.1 1 itk Modules 111 & IV. Apply
Practical
Exam)
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Course content

Module I:

Point estimation, desirable properties of estimators — unbiasedness, consistency, efficiency and
sufficiency; Methods of estimation —Maximum likelihood method and method of moments; Interval
estimation of mean, variance and proportion (single unknown parameter only).

Module I1:

Testing of Hypothesis: statistical hypotheses, simple and composite hypotheses, two types of errors,
significance level, p-value, power of a test, Neyman-Pearson lemma (statement only) and
applications.

Module I11:

Large sample tests — testing mean and proportion (one and two sample cases), chi-square test of
goodness of fit, independence and homogeneity.

Small sample tests- Z-test for means; one sample test for mean of a normal population, equality of
means of two independent normal populations, t-test for independent samples and paired samples,
chi-square test for variance, F-test for equality of variances.

Module IV:
Design of Experiments- assumptions and principles, Analysis of Variance (ANOVA) of one way
and two way classified data (Derivation of two— way model is not included).

Module V: Practical based on Modules 11 &IV — tests of hypotheses (as given in Practical Sheet —
11); one way and two way ANOVA.

References

1. Das M. N., Giri N. C. (2003). Design and analysis of experiments. New Age
International (P) Ltd, New Delhi.

2. John E. Freund (1980). Mathematical Statistics. Prentice Hall of India, New Delhi.

3. Medhi J. (2005). Statistical Methods-An Introductory Text, New Age International
(P) Ltd. New Delhi.

4. Paul G. Hoel, Sidney C. Port, Charles J. Stone (1971). Introduction to Statistical
Theory. Universal Book stall, New Delhi.
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Semester — IV
Course -V
ST 1432.1: Practical using R
Credits: 4

Any standard version of R in any operating system can be used. The Record book is mandatory
to appear for the Practical examination. The Record book should contain following Practical
sheets based on Module V of Courses ST1131.1 to ST 1431.1. Minimum number of questions
covering all functions/methods given therein must be included in each practical sheet along with
R code, their outputs, interpretation / conclusion.

Practical Sheet - 1: Data Typesin R

Basics of vector, matrix and data frame, basic functions — ¢( ), sequence( ), scan( ), factor( )
table( ), and cut().

Minimum number of questions - 12

Practical Sheet - 2: Sampling and Frequency Tables.

Forming ungrouped and grouped frequency tables with raw data using table and cut functions.
SRSWR and SRSWOR with sample()

Minimum number of questions - 8

Practical Sheet - 3: Measures of Central Tendency

Descriptive measures: sum, sort, min, max, length, mean, median, mode (using sort and table),
geometric mean, harmonic mean.

Minimum number of questions - 10

Practical Sheet - 4: Measures of Dispersion

Range, mean deviation, IQR, quartile deviation, sd, var, coefficient of variation, quantile,
summary.

Minimum number of questions - 10

Practical Sheet - 5: Moments, Skewness and Kurtosis
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Computation of raw, central moments, moment measures of skewness and kurtosis.

Minimum number of questions - 8

Practical Sheet - 6: Graphical Methods

Simple bar plot, multiple bar plot (side by side and subdivided), pie chart, histogram, scatter plot,
plot function and lines function.

Minimum number of questions - 8
Practical Sheet - 7: Probability Distributions

Binomial, Poisson, normal, chi-square, t and F distributions — The d, p, g and r functions, the
scale function, evaluation of probabilities using these functions.

Minimum number of questions - 10

Practical Sheet - 8: Fitting of Distributions
Fitting of binomial, Poisson and normal distributions.

Minimum number of questions - 3

Practical Sheet - 9: Correlation and Regression

Computation of covariance for a bivariate data using cov(), Pearson’s and Spearman’s
correlation coefficient using cor(). Linear regression models: fitting using Im(), prediction from
fitted model.

Minimum number of questions - 6

Practical Sheet - 10: Curve Fitting

Fitting of a straight line and y=ax’+bx+c,a=0; y=ae™ y=ab*and y=ax", where
a,band care real constants.

Minimum number of questions - 5

Practical Sheet - 11: Testing of Hypotheses
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Testing of hypothesis: prop.test (one sample and two sample), t.test (one sample, two sample,
and paired), chi squared tests (goodness of fit, and independence of attributes). F test for equality

of variances.

Minimum number of questions - 8

Practical Sheet - 12: Analysis of Variance

Analysis of Variance: One way anova and two way anova with one observation per cell.

Minimum number of questions - 4

References:

1. Dalgaard, P.(2008). Introductory Statistics with R, Springer, New York.

2. Kerns, G J. (2010). Introduction to Probability and Statistics using R. ISBN-10
0557249791

3. Lander J. P. (2017). R for everyone 2/e. Addison-Wesley Professional, U. S.

4. Michael J. Crawley (2013). The R Book, 2/e, Wiley, New York.

5. Purohit, S. G., Deshmukh, S.R., & Gore, S. D. (2008). Statistics using R. Alpha Science
International, United Kingdom.

Web Resources:

1. https://cran.r-project.org

2.https://cran.r-project.org/manuals.html

3.https://www.r-project.org/other-docs.html

4. https://journal.r-project.org/

5. https://www.r-bloggers.com
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UNIVERSITY OF KERALA
First Degree Programme under CBCSS
Scheme and Syllabus (Outcome Based Education) of Complementary
STATISTICS for B. Sc. Physics Core
(with effect from 2022 Admission)

The goal of the syllabus is that students understand statistics by using it effectively in
real life situations. It is aimed that students have experience of the application of statistical
methods to analyze data and get acquainted with situations where statistical thinking is
helpful. Emphasis is given to practical-data collection and use of appropriate statistical tools
to analyze them. The syllabus is prepared according to the Outcome Based Education (OBE)
paradigm. There has to be lectures supported by problem sheets. There are practical sessions
associated with each semester. Statistical computation with R is introduced which would help
the students for analyzing data by making optimum usage of time and resources. For practical
classes, there shall be one faculty member in charge of every 16 students (based on
sanctioned strength), in accordance with the University regulations. Numerical problem
solving using scientific calculators is also included in the End Semester Examination (ESE)
of Courses I, 11, 11l & IV. There is a course in practical using R in Semester IV.

ESE of Courses I, II, 11, & IV will be of 3 hours duration and have questions from all
modules. Courses | & 11 will be of 2 credits each, 111 & IV will be of 3 credits each. The ESE
of practical course in semester IV will be of 2 hours duration and of credit 4. Students are
required to produce a duly certified bona fide Record of practical work done (Module VI of
courses in semesters I, I, 111 and 1V) using R software, which is mandatory to appear for the
practical examination. Complementary Course V will be computer based, and its ESE for 60
marks will be held under the supervision of external examiners duly appointed by the
University, who will also evaluate Record of practical work done for 20 marks.

Course Structure:

Evaluation
Hrs/Week No. of Total ESE iogh
Sem Title of the Course ' weightage
Credits Hrs/Sem duration
L p CE ESE
I ST1131.2 Descriptive 2 2 2 72 3 hrs 20% 80%
Statistics
I ST1231.2 Probability
Theory 2 2 2 72 3 hrs 20% | 80%
1l ST1331.2 Probability
Distributions and 3 2 3 90 3 hrs 20% 80%
Stochastic Processes
V4 ST 1431.2 Statistical 3 3 hrs 20% 80%
Inference 3 2 90
ST 1432.2 Practical using 4 2 hrs 20% 80%
R

L- Lecture hours; P-Practical (Lab) hours



Semester: |
Course: |
ST 1131.2: Descriptive Statistics
Credits: 2; Hours/week — 4 (L-2, P-2)

Course outcomes
On completion of the course, students should be able to:

CO.1:

CO0.2:

CO.3:
CO.4:

CO.5:
CO.6:

CO.7T:

Explain the various methods of collection of primary and secondary data, explain the
concepts of statistical survey, present raw data using frequency tables.

Explain the various methods of collection of primary and secondary data, explain the
concepts of statistical survey, present raw data using frequency tables.

Summarise data using various measures of skewness and kurtosis.

Explain the concept of principle of Least squares, fit various curves to the given data
sets and explain the concepts of scatter diagram.

Explain the concept of correlation and calculate correlation between two variables.
Explain the concept of Regression, Fit various regression equations to given data sets
and identification of regression lines.

Practical: Use R built in functions to solve numerical problems associated with topics

covered in modules | and 1.

Module outcomes

Outcomes Taxonomy Level

Module On completion of each module, students should be able to:
Module I | MO 1.1 Define primary and secondary data. Remember

MO 1.2 Distinguish between classification and tabulation. Apply

MO 1.3 Explain various methods of collecting primary data.

MO 1.4 Construct various frequency tables. Understand

Create

Module Il | MO 2.1 Calculate various measures of central tendency and | Apply

dispersion.

MO 2.2 Compare the merits and demerits of different Analyze

measures of central tendency and dispersion.

MO 2.3 Compare various data sets based on measures of

central tendency and dispersion. Evaluate
Module MO 3.1 Describe certain theoretical properties of moments | Understand
i MO 3.2 Compare various data sets based on skewness and

kurtosis. Evaluate
Module MO 4.1 Apply the principle of Least Squares to fit various | Apply
\Y curves.




MO 4.2 Explain the concept of scatter diagram. Understand
MO 4.3 Fit various curves to data sets. Apply

Module V | MO 5.1 Calculate Karl Pearson’s Coefficient of Correlation | Evaluate
and Spearman's Rank correlation coefficient and interpret

the results
MO 5.2 Construct regression lines for data sets. Apply
MO 5.3 Identify regression lines Analyze

MO 5.4 Calculate the angle between regression lines, point | Apply
of intersection.

Module MO 6.1 Use built in R functions to draw diagrams and Apply
VI graphs, calculate various measures of descriptive statistics

(only for

Practical

exam)

COURSE CONTENT

Module I: Concept of primary and secondary data, organization of a statistical survey,
methods of collection of primary and secondary data, classification and tabulation of data,
histogram, frequency curve, frequency polygon and ogive.

Module IlI: Central tendency and its measures-mean, median, mode, geometric mean,
harmonic mean and combined mean. Dispersion and its measures- range, quartile deviation,
mean deviation, standard deviation, Coefficient of variation and its use. Numerical problems
covering these topics.

Module I1l: Raw moments, central moments and their inter-relationship, Sheppard’s
correction for moments for grouped data, skewness and its measures based on quartiles and
moments, kurtosis and its moment measure. Numerical problems covering these topics.

Module 1V: Concept of bivariate data, scatter diagram, curve fitting, principle of least
squares. Fitting of curves of the forms: y=ax + b, y = ax? + bx + ¢, y=ae®™, y = ab* and y =
ax®. Numerical problems covering these topics.

Module V: Linear correlation, Karl Pearson's coefficient of correlation, its invariance
property, Spearman's rank correlation coefficient, tied ranks. Regression lines, its relation
with correlation coefficient. Identifying regression lines, angle between regression
lines.Numerical problems covering these topics.

Module VI: Basics of R (as given in Practical Sheet - 1); Practical based on modules I, I
using R (for practical examination only).

References

1. Elhance, D. N., Elhance, V. & Agarwal, B. M. Fundamentals of Statistics, Kitab
Mabhal Publications, Delhi.

2. Goon, A. M., Gupta, M. K. & Dasgupta, B. Fundamentals of Statistics. The World
Press

3. Gupta, S. C. & Kapoor, V. K. Fundamentals of Mathematical Statistics, Sultan Chand,
New Delhi.

4. Martin B. R. Statistics for Physicists, Academic Press, London.

3




5. Mathai, M. & Rathie, P. N. Probability and Statistics. McMillan.
6. Purohit, G.S., Gore, S.D., Deshmukh, S. R. Statistics using R, Alpha Science Intl.

Semester: Il
Course: 11
ST 1231.2: Probability Theory
Credits: 2; Hours /week — 4 (L-2, P-2)

Course outcomes
On completion of the course, students should be able to:

CO.1:

CO0.2:
C0.3:
CO.4:

CO.5:

Explain the different concepts of probability, Definition of random and non-random
experiments, sample space, events etc.

Explain Conditional Probability and check the Independence of events.

Explain Bayes” Theorem and its applications.

Distinguish between discrete and continuous random variables and concept of
transformation of random variables in simple one - one functions.

Explain bivariate distribution and concept of marginal and conditional distributions.

CO.6:
CO.7:
C0.8:

Determination of conditional mean and conditional variance.

covered in Modules 111 to VV of ST 1131.2 (in Sem 1).

Module Outcomes

Explain the concept of expectation, m.g.f and characteristic functions.

Practical: Use R built in functions to solve numerical problems associated with topics

Outcomes Taxonomy Level

Module On completion of each module, students should be able to:
Module I | MO 1.1 Distinguish between random and non-random Remember

experiments.

MO 1.2 Describe different approaches of probability. Understand

MO 1.3 Explain the concept of sample space and types of

events. Understand
Module Il | MO 2.1 Determine conditional probability Apply

MO 2.2 Explain the concept of independence of events.

MO 2.3. Apply Bayes’ theorem and find out the posterior Understand

probability.

Apply

Module 111 | MO 3.1 Explain the concept of random variable. Understand

MO 3.2 Distinguish between discrete and continuous

random variables.

MO 3.3 Apply the concept of transformation of univariate Understand

random variables one — one functions. Analyze
Module MO 4.1 Explain the concept of bivariate distributions. Understand
v MO 4.2 Evaluate marginal and conditional distributions of | Evaluate

bivariate random variables.

MO 4.3 Check for independence of random variables. Apply
Module VV | MO 5.1 Explain the concept of expectation and its Understand
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properties.
MO 5.2 Calculate the expectation of discrete and continuous | Apply
random variables.
MO 5.3 Explain the concept of m.g.f and characteristic Understand
function.
MO 5.4 Define conditional mean and conditional variance. Remember
MO 5.5 Determine conditional mean and conditional

variance of bivariate distributions. Apply
Module MO 6.1 Use built in R functions to: Apply
VI Evaluate of problems in Modules I11 to V in ST 1131.2 in
(only for | Semester 1
Practical
exam)

COURSE CONTENT

Module I: Basic concepts: deterministic and random experiment, sample space, events,
equally likely mutually exclusive and exhaustive events. Definition of probability-
mathematical,  statistical and axiomatic. =~ Definition of probability measure. Addition
theorem (limited to 3 events.) Numerical problems on these topics.

Module I1: Conditional Probability and Independence of events. Pair wise and mutual
independence, multiplication theorem (limited to 3 events) , Bayes’ theorem and numerical
problems on these topics.

Module I11: Definition of random variable, discrete and continuous random variables.
Probability mass function, Probability density function, distribution function, functions of
random variables, change of variables (simple 1-1 functions only) and problems on these
topics.

Module 1V: Bivariate distribution (discrete and continuous), joint, marginal, and conditional
distributions, independence of two random variables and problem on these topics.

Module V: Mathematical expectation, Definition and elementary properties, M.D from mean,
moments, m.g.f and its properties, characteristic function and its properties, Definition and
simple properties of conditional mean and conditional variance and problems on these topics.

Module VI: Practical using R based on modules IIl, IV and V of ST 1131.2 of Semester 1
(for practical examination only).

References

1. Gun, A. M., Gupta, M. K. & Dasgupta, B. Fundamentals of Statistics. The World
Press.

2. Gupta, S. C. & Kapoor, V. K. Fundamentals of Mathematical Statistics, Sultan Chand,

New Delhi.

Martin B. R. Statistics for Physicists, Academic Press, London.

Mathai, M. & Rathie, P. N. Probability and Statistics. MacMillan.

5. Purohit, G.S., Gore, S.D., Deshmukh, S. R. Statistics using R, Alpha Science Intl.
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Semester: 111
Course: 1
ST 1331.2 Probability Distributions and Stochastic Processes
Credits: 3; Hours/week — 5 (L-3, P-2)

Course outcomes:
On completion of the course, students should be able to:
CO.1: Describe the characteristics of different discrete and continuous distributions.

CO.2: Solve numerical problems related to statistical distributions.

C0.3: Explain the concepts of statistic, parameter and sampling distributions.
CO0.4: Solve numerical problems related to sampling distributions.

CO.5: Describe the concept of combinatorial analysis.

CO.6: Explain concepts such as stochastic processes, Markov chains, transition probability matrix,
various types of states and random walk.

CO.7: Determination of conditional mean and conditional variance.

C0.8: Practical: Use R built in functions to solve numerical problems associated with topics
covered in modules 1 to 111

Module outcomes

Outcomes
Module On completion of each module, students should be able Taxonomy Level
fo:
Module I | MO 1.1 Describe various discrete distributions. Understand
MO 1.2 Describe the theoretical properties of various Understand
standard discrete distributions.
MO 1.3 Solve numerical problems based on these Apply

distributions.
MO 1.4 Fitting of Binomial and Poisson distribution to Analyze

data sets.

Module Il | MO 2.1 Describe various standard continuous Understand
distributions. Understand
MO 2.2 Describe the theoretical properties of these
continuous distributions. Apply
MO 2.3. Solve various problems related these continuous
distributions. Analyze
MO 2.4 Fitting of Normal distribution to data sets.

Module 111 | MO 3.1 Articulate concepts of statistic and parameter. Understand

MO 3.2 Define sampling distribution normal, Chi-square, | Remember
t and F distribution.
MO 3.3 Describe various statistic following these Understand
distributions and their interrelation.




MO 3.4 Solve numerical problems associated with these | Apply
sampling distributions.

Module MO 4.1 Explain the concepts of combinatorial analysis. Understand
v MO 4.2 Distinguish and differentiate different statistics Understand
such as Maxwell-Boltzmann statistic, Bose-Einstein
statistic and Fermi-Dirac statistic.

Module VV | MO 5.1 Describe the concept of Stochastic Processes, Understand
classification of states.
MO 5.2 Define Markov chain, transition probabilities, Remember
random walk and Brownian motion.
MO 5.3 Distinguish between various processes such as Understand
Markov, Poisson process based on their properties.

Module MO 6.1 Use built in R functions to solve numerical Apply

VI problems associated with standard distributions and

(only for | sampling distributions (to the extent of the portions
Practical covered in the modules I, 11 and 111).
exam)

COURSE CONTENT

Module I: Standard Discrete Distributions: uniform, binomial, Poisson and geometric
distributions and their properties. Fitting of binomial and Poisson distribution.

Module IlI: Standard Continuous Distributions: rectangular, beta, gamma, exponential,
normal, Weibull distributions and their properties. Fitting of normal distribution.

Module I1l: Concept of random sample, statistic, parameter, standard error, sampling
distribution. Sampling distribution of mean of samples taken from a normal population,
sampling distribution of variance of samples taken from a normal population. Chi-square,
Student’s t and F distribution (derivation of pdf not required), their inter-relationship,
examples of statistics following these distributions. Central limit theorem (statement only).

Module 1V: Elements of Combinatorial Analysis: Definition of pairs and multiplets, ordered
samples, subpopulation and partitions, Maxwell-Boltzmann statistics, Bose-Einstein statistics
and Fermi-Dirac statistic.

Module V: Stochastic Processes: Introduction, time and state space, classification of
stochastic processes, process with stationary independent increments (definition only). Basic
concepts and examples of Markov Process, Markov chain, transition probability matrix,
initial probability vector. Definitions of random walk and Brownian motion.

Module VI: Practical based on modules I, Il and I11 using R (for practical examination only).
References

1. Biswal, P.C. Probability and Statistics. Prentice Hall of India.

2. Feller,W. An Introduction to Probability Theory and its Applications. Chapter -
2,Volume 1., Wiley Eastern Limited (New Delhi).

3. Gupta, S. C. and Kapoor, V.K. Fundamentals of Mathematical Statistics. Sultan
Chand and Co. New Delhi.




4. Kerns G. J. (2011). Introduction to Probability and Statistics using R, Springer.

5. Mathai, A.M. and Rathe, P.N. Probability and Statistics. Macmillan Company of
India. NewDelhi.

6. Nabendu Pal and Sahadeb Sarkar. Statistics Concepts and Applications. Prentice Hall
of India.

7. Nabendu Pal and Sahadeb Sarkar. Statistics Concepts and Applications. Prentice Hall
of India.

8. Purohit, G.S., Gore, S.D., Deshmukh, S. R. (2008). Statistics using R, Alpha Science
Intl.

Semester: IV
Course: IV
ST 1431.2 Estimation Theory and Testing of Hypothesis
Credits: 3; Hours/week —5 (L-3, P-2)

Course outcomes

On completion of the course, students should be able to:

CO.1: Explain the concept of point estimation, desirable properties of good estimator and
different methods of estimation.

C0.2: Obtain point estimators for the parameters.

CO.3: Describe the concept of interval estimation and to solve problems related to interval
estimation.
CO.4: Describe the concept of hypotheses testing and different testing procedure.

CO.5: Solve numerical problems related to testing.

CO.6: Explain the concept of ANOVA and to solve numerical problems.

CO.7: Determination of conditional mean and conditional variance.

C0.8: Practical: Use R built in functions to solve numerical problems associated with topics
covered in modules 111 to V

Module outcomes

Outcomes

Module On completion of each module, students should be able Taxonomy Level
to:

Module I | MO 1.1 Explain the concept of estimation theory. Understand
MO 1.2 Obtain different estimators. Apply
MO 1.3 Solve numerical problems and obtain point Apply
estimate related to a given data set.

Module Il | MO 2.1 Articulate concepts of interval estimation. Understand
MO 2.2 Obtain interval estimator of parameters. Apply
MO 2.3 Solve numerical problems related to interval Apply
estimation.

Module 111 | MO 3.1 Define the concept of hypothesis testing. Understand
MO 3.2 Obtain test statistic and carry out testing Apply
procedures such as normal test, Chi square test of
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goodness of fit and testing independence of attributes.
MO 3.3 Solve various problems associated with normal Analyze
test and Chi-square test.

Module MO 4.1 Describe various small sample tests such as tests | Understand

v for population mean(s), variance, paired t test and F test.
MO 4.2 Obtain test statistic and carry out testing Apply
procedures. Analyze
MO 4.3 Solve numerical problems related to small sample
tests.

Module V | MO 5.1 Explain the concept of Analysis of variance - One | Understand
way and two way classifications.

MO 5.2 Carry out tests based on Analysis of variance — Apply
One way and two way classifications.
MO 5.3 Solve numerical problems associated with Analyze
ANOVA
Module MO 6.1 Use built in R functions to solve numerical Apply
VI problems associated with modules 111 to V.
(only for
Practical
exam)

COURSE CONTENT

Module I: Point Estimation-Concept, Desirable properties of a good estimator. Fisher —
Neyman Factorization theorem and applications. Methods of Estimation—Maximum
likelihood estimation and moment method of estimation.

Module I1: Interval Estimation-Concept, Interval estimation of mean, variance and
proportion, interval estimation of differences of means.

Module I11: Basic concepts of testing hypotheses, Statement of Neyman—Pearson lemma and
its use, Large sample tests concerning mean, equality of means, proportion and equality of
proportions. Test based on Chi-square distribution for testing goodness of fit and
independence of attributes.

Module 1V: Small sample tests: Testing the hypotheses of mean and equality of means for
normal population, paired t-test, testing the hypotheses of variance and equality of variance
for normal population.

Module V: One-way and Two-way Analysis of Variance (with one observation per cell):
assumptions, data layout, model specification, hypothesis and various sum of squares
(without any derivation). ANOVA table and conclusions. Numerical problems.

Module VI: Practical based on modules Il - V using R (for practical examination only).

References
1. Biswal P.C. Probability and Statistics. Prentice Hall of India.
2. Gupta, S. C. and Kapoor, V.K. Fundamentals of Mathematical Statistics. Sultan
Chand and Co. New Delhi.




3. Gupta, S. C. and Kapoor, V.K. Applied Statistics. Sultan Chand and Co. New Delhi.

4. Kerns G. J. Introduction to Probability and Statistics using R, Springer.

5. Mathai A.M and Rathe P.N. Probability and Statistics. Macmillan Company of India.
NewDelhi.

6. Nabendu Pal and Sahadeb Sarkar. Statistics Concepts and Applications. Prentice Hall
of India.

7. Purohit, G.S., Gore, S.D., Deshmukh, S. R. Statistics using R, Alpha Science Intl.

Semester: IV
Course: V
ST 1432.2 Practical using R

Credits: 4

Any standard version of R in any operating system can be used. The Record book is
mandatory to appear for the Practical examination and the Record book should contain
following Practical sheets based on Module VI of Courses ST1131.2 to ST 1431.2. Minimum
number of questions covering all functions/methods given therein must be included in each
practical sheet along with their R code, outputs, interpretations / conclusions.

Practical Sheet - 1: Data Types in R

Basics of vector, matrix and data frame, basic functions — c( ), sequence( ), scan( ), factor( ),
table( ), and cut().

Minimum number of questions - 12
Practical Sheet - 2: Frequency Tables.

Forming ungrouped and grouped frequency tables with raw data using table and cut
functions.

Minimum number of questions - 4

Practical Sheet - 3: Measures of Central Tendency

Descriptive measures: sum, sort, min, max, length, mean, median, mode (using sort and
table), geometric mean, harmonic mean.

Minimum number of questions - 10
Practical Sheet - 4: Measures of Dispersion

Range, mean deviation, IQR, quartile deviation, sd, var, coefficient of variation, quantile,
summary.

Minimum number of questions - 10
Practical Sheet - 5: Moments, Skewness and Kurtosis

Computation of raw, central moments, moment measures of skewness and kurtosis.
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Minimum number of questions - 8
Practical Sheet - 6: Graphical Methods

Simple bar plot, multiple bar plot (side by side and subdivided), pie chart, histogram, scatter
plot, plot function and lines function.

Minimum number of questions - 8
Practical Sheet - 7: Correlation and Regression

Computation of covariance for a bivariate data using cov(), Pearson’s and Spearman’s
correlation coefficient using cor(). Linear regression models: fitting using Im(), prediction
from fitted model.

Minimum number of questions - 6
Practical Sheet - 8: Curve Fitting

Fitting of a straight line and y=ax?+bx+c,a=0; y=ae™, y=ab*and y=ax", where
a,band care real constants.

Minimum number of questions — 5
Practical Sheet - 9: Probability Distributions

Binomial, Poisson, normal, chi-square, t and F distributions — The d, p, g and r functions, the
scale function, evaluation of probabilities using these functions.

Minimum number of questions - 10
Practical Sheet - 10: Fitting of Distributions
Fitting of binomial, Poisson and normal distributions.

Minimum number of questions - 3

Practical Sheet - 11: Testing of Hypotheses

Testing of hypothesis: prop.test (one sample and two sample), t.test (one sample, two
sample, and paired), chi squared tests (goodness of fit, and independence of attributes). F test
for equality of variances.

Minimum number of questions - 8
Practical Sheet - 12: Analysis of Variance
Analysis of Variance: One way anova and two way anova with one observation per cell.

Minimum number of questions — 4

References:
1. Dalgaard, P.(2008). Introductory Statistics with R, Springer, New York.
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2. Kerns, G J. (2010). Introduction to Probability and Statistics using R. ISBN-10

0557249791

3. Lander J. P. (2017). R for everyone 2/e. Addison-Wesley Professional, U. S.

4. Michael J. Crawley (2013). The R Book, 2/e, Wiley, New York.

5. Purohit, S. G., Deshmukh, S.R., & Gore, S. D. (2008). Statistics using R. Alpha
Science International, United Kingdom.

Web Resources:
1. https://cran.r-project.org

2.https://cran.r-project.org/manuals.html

3.https://www.r-project.org/other-docs.html

4. https://journal.r-project.org/

5. https://www.r-bloggers.com
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UNIVERSITY OF KERALA
First Degree Programme under CBCSS
Scheme and Syllabus (Outcome Based Education) of Complementary

STATISTICS for B. Sc. GEOGRAPHY Core
(w.e.f. 2022 Admission)

The main objective of the syllabus is to equip students with the concepts, theories, principles
and methods of Statistics. The syllabus is prepared in accordance with the paradigm
conceived in Outcome Based Education (OBE). The course envisages not only the students
be familiarized with the applications of statistical theories to identify the suitable probability
models in real life situation but also acquaint them to carry out statistical inference problems
using R software. Practical sessions are included in each semester of the course. For practical
classes, there shall be one faculty member in charge of every 16 students (based on
sanctioned strength), in accordance with the University regulations. Solution of statistical
problems requiring numerical computation using scientific calculator and statistical table are
included in the End Semester Examination (ESE) of Courses in the semesters I, II, 1l & IV.
One course in practical using R software is included in Semester 1V. ESE of theory courses in
semesters I, I1, 111, & IV will be of 3 hours duration. Courses in semesters | & 11 will be of 2
credits each and in semesters 111 & 1V, 3 credits each. The practical examination in semester
IV will be of 2 hours duration, with a credit of 4. It is mandatory to submit a duly certified
bona fide practical record consisting of print-out of complete analysis of numerical problems
done using R software. ESE of 60 marks for Practical Course will be held under the
supervision of external examiner duly appointed by the University, who will also evaluate
practical record for 20 marks.

Course Structure:

Semester | Title of the Course Hrs/Week No.of Total ESE Weightage in %
Credits | Hrs/Week | duration
L P CE ESE
I ST1131.3 Descriptive | 2 2 2 72 3hrs 20 80
Statistics
I ST1231.3 Sampling 2 2 2 72 3hrs 20 80

and Probability
Distributions

Il ST1331.3  Statistical | 3 2 3 90 3hrs 20 80
Inference




v ST 1431.3 Statistical 3 |2 3 90 3hrs 20 80
Techniques for
Geography
ST 1432.3 Practical 4 2 hrs 20 80
using R

L — Lecture hour; P — Practical hour

Semester |
Course - |
ST 1131.3 Descriptive Statistics
Course outcomes
On completion of the course, the students should be able to:

CO.1: Explain the need of Statistics in scientific studies.

CO.2: Describe the difference between qualitative and quantitative variables and classify

measurements based on their scale.
CO.3: Apply different techniques of classification of data.
CO.4: Apply various diagrammatic and graphical tools to represent a data.
CO.5: Calculate various measures of central tendency and dispersion.
CO0.6: Compute and interpret the skewness and kurtosis of a data set.
CO.7: Apply curve fitting methods to identify the relationship between variables.

C0.8: Calculate and interpret the values of correlation coefficients of bivariate data sets.
C0.9: Practical: Basics of R. Use R functions to solve numerical problems in Modules I and

Module outcomes

SI. No: Outcomes Taxonomy
Level

On completion of each module, students should be able to:

MODULE I MOL1.1 Explain the need of Statistics in scientific Understand
studies. Understand
MO 1.2 Describe the difference between the qualitative and
quantitative variables.
MO 1.3 Classify data according to nominal, ordinal, Understand
interval and ratio scales.
MO 1.4 Apply different techniques of classification of data. Apply
MO 1.5 Apply various diagrammatic and graphical tools to Apply
represent a data.

MODULE 11 MO 2.1 Define central tendency. Remember
MO 2.2 Define mean, median and mode. Remember
MO 2.3. Compute mean, median and mode for different Apply
types of data.

MODULE |1l | MO 3.1 Explain dispersion. Understand
MO 3.2 Define various measures of dispersion. Remember
MO 3.3 Calculate various measures of dispersion for data sets.
MO 3.4 Calculate and interpret the value of coefficient of Apply
variation of a data set.

Apply
MODULE IV | MOA4.1 Define raw and central moments. Understand
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MOA4.2 State the relationship between raw and central moments. | Understand
MO4.3 Describe the concept of skewness and kurtosis.
MO4.4Compute raw moments and central moments of data sets. | Understand
MO4.5Calculate and interpret the measures of skewness and Apply
kurtosis.
Apply
MODULE V | MO 5.1 Describe the concept of principle of least squares. Understand
MO 5.2 Apply principle of least squares to fit straight line, Apply
parabola and the exponential curve Y=AgB®*.
MO 5.3 Explain the use of scatter diagram. Understand
MO 5.4 Describe the concept of correlation. Understand
MO 5.5 Calculate and interpret values of Karl Pearson Apply
correlation coefficient and Spearman’s rank correlation
coefficient.
MO 5.6 Describe the concept of regression and fitting Apply
Module VI MO 6.1 Use built in R functions to: construct charts and
(only for diagrams; upto computation of measures of central tendency. Apply
practical
exam)

Course Content

Module I: Basic concepts: Need of Statistics in scientific studies, constants and variables,
qualitative and quantitative variables, data- scales of measurements (nominal, ordinal,
interval and ratio), classification of data, diagrammatic and graphical representation of data.

Module I1: Measures of central tendency - arithmetic mean, median and mode (concepts and
problems only, mathematical derivation is not required).

Module I11: Measures of dispersion - range, quartile deviation, mean deviation, variance,
standard deviation, coefficient of variation and its significance (concepts and problems of
only, mathematical derivation not required).

Module 1V: Skewness and kurtosis, raw and central moments (definitions and relationships
without proof), Karl Pearson’s, Bowley’s and moment measures of skewness, moment
measure of kurtosis.

Module V: Bivariate data: Relationship of variables, curve fitting- principle of least squares,
fitting of straight line, parabola and exponential curve of the form Y=AeB%, scatter diagram,
Correlation- Karl Pearson’s correlation coefficient and Spearmen’s rank correlation
coefficient, regression, regression lines (concepts and problems, mathematical derivation not
required)

Module VI: For practical examination only: Basics of R, Construction of charts and
diagrams, calculation of measures of central tendency (Practical Sheets 1 to 4)




Semester 11
Course - 11
ST 1231.3 Sampling and Probability Distributions
Course Outcomes

On completion of the course, the students should be able to:

CO 1: Explain the concepts of data collection, primary data, secondary data, sampling frame
and various sampling methods like simple random sampling, systematic and stratified
sampling.

CO 2: Classify the outcomes of a random experiment and identify equally likely events,
mutually exclusive events and exhaustive events.

CO3: Explain the concepts of probability through classical and frequency approaches and
axioms of probability.

CO4: Describe the concepts of conditional probability, multiplication theorem, independence,
Bayes theorem and to compute posteriori probability using Bayes theorem.

CO 5: Explain the concept of random variable, discrete and continuous types, probability
distributions, distribution function and mathematical expectation.

CO6: Discuss probability distribution and expectation of random variables.

CO 7: Describe the practical situations in which binomial, Poisson and normal distributions
are applied.

CO 8: Describe elementary properties of binomial, Poisson and normal random variables.

CO 9: Practicals based on R software: Computation of measures of dispersion, correlation
and regression and curve fitting.

Module Outcomes

SIL.No Outcomes Taxonomy Level

Module I | MO 1.1: Explain the concepts data collection, primary Understand
data and secondary data

MO 1.2: Describe the difference between sampling units

and sampling frame Understand
MO 1.3: Definition and examples of probability

sampling and non- probability sampling. Understand
MO 1.4: Explain various sampling methods like simple

random sampling, stratified sampling and systematic

sampling. Understand

MO1:5: Describe the situation of sampling and non-
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sampling errors in a statistical study

Understand
Module Il | MO 2.1: Apply principle of counting techniques in Apply
permutation and combinations
MO 2.2: Describe Random experiment, sample space,
simple and compound events Understand
MO2.3: Explain definitions of probability through
classical and frequency approaches. Understand
MO 2.4: Compute probability of an event using addition
theorem
Apply
Module 111 | MO 3.1: Explain the concepts of conditional probability, | Apply
multiplication theorem
MO 3.2: Describe independence of events
Apply
MO 3.3: Identify independence of events
Apply
MO 3.4: Explain Bayes’ theorem
Understand
MO 3.5: Use Bayes’ theorem to compute posteriori
probability Apply
Module MO 4.1: Describe random variables, discrete and Understand
v continuous types
MO 4.2: Explain probability mass function, probability
density function and distribution function Understand
MO 4.3: Properties of probability mass function Understand
MO 4.4: Analyse properties of probability mass function Analyse
MO 4.5: Describe expectation of a random variable Apply
Module V | MO5.1: Explain the situations in which binomial, Apply
Poisson and normal distributions are applied
MO5.2: Describe various statistical properties of these
probability models Apply
MO5.3: Explain the procedure of computing - area of a
normal curve Analyse




Module MO 6.1: Use R functions to computation of measures of
VI (only | dispersion, correlation and regression and curve fitting.
for Apply
practical
exam.)

Course content

Module I: Data collection Population, sample, census, primary data, secondary data, sample
unit, sampling frame, sampling methods- probability and non-probability sampling, basic
concepts of simple random sampling, stratified and systematic sampling, sampling and non-
sampling errors.

Module I1: Probability 1: Fundamental principle of counting, permutation and combinations,
Random experiment, sample space, equally likely outcomes, simple and compound events,
mutually exclusive and exhaustive events, definitions of probability- classical and frequency
approaches, axioms of probability, addition theorem for two and three events (basic concepts
and problems only; mathematical derivations are not required)

Module 11l: Probability 2: Conditional probability, multiplication theorem, statistical
independence, Bayes’ theorem to calculate posteriori probability (statement and problems
only, mathematical derivation is not required)

Module 1V: Random variables: discrete and continuous types, probability distribution-
probability mass (definition, properties and simple problems), distribution function
(definition and properties), probability density function (definition and properties only).
Mathematical expectation of random variables (problems on discrete case only)

Module V: Standard distributions: Bernoulli, binomial, Poisson (mean, variance and additive
property only and no derivation is required) and normal distribution (basic properties and
evaluation of probabilities using statistical table)

Module VI: Practical problems using R (for practical examination only) Computation of
measures of dispersion, correlation and regression and curve fitting. (Practical Sheets 5 to 7)

References:
1. Agarwal, B.L. (2006). Basic Statistics, 4™ Edition, New Age International(P) Ltd,
New Delhi
2. Des Raj and Pramod Chandhok (1998): Sample Survey Theory, Narosa Publishing
House, New Delhi
3. Gupta S.C and Kapoor, V.K. (1990). Fundamentals of Mathematical Statistics,

Sultan Chand and Sons, New Delhi.



4. Gupta S.P (2004). Statistical Methods, Sultan Chand and Sons, New Delhi.

5. John Silk (1978). Statistical Concepts in Geography, George Allan and Unwin

6. John E Freund and Ronald E Walpole (1982): Mathematical Statistics, 4" Edition,
Prendice Hall

6. Medhi J (2000) Statistical Methods - An introductory text, New Age
International(P), Ltd, New Delhi

Semester 111
Course - I
ST 1331.3 Statistical Inference

Course outcomes

On completion of the course, the students should be able to:

CO.1 Explain the concepts of parameter, statistic and sampling distribution.

CO0.2 Define the chi-square, t and F distributions, state their inter relationships and describe
their uses.

CO0.3 Describe the concept of point estimation and explain the desirable properties of a good
estimator

CO.4 Apply the method of moments to estimate the parameters of a distribution.

CO.5 Find the confidence interval for mean and proportion.

CO0.6 Explain the basic concepts of testing of hypothesis and describe the procedure of the
testing of a statistical hypothesis

CO.7 Apply the test procedures for testing the hypothesis of mean and proportion, both in
small and large sample cases.

CO0.8 Practical: Use R functions to solve numerical problems associated random sampling,
standard and sampling distributions, and fitting of distributions.

Module outcomes

Sl. No: Outcomes Taxonomy
Level
On completion of each module, students should be able to:

MODULE I MO 1.1 Explain the concepts- parameter, statistic and Understand
sampling distributions.
MO 1.2 Define chi-square, t and F distributions along with the | Understand

examples of statistics following these distributions.

MO 1.3 Describe the uses of normal, chi-square, t and F Understand
Distributions.
MO 1.4 State the inter relationships of chi-square, t and F Remember
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distributions.
MO 1.5 State the central limit theorem. Remember

MODULE I1 MO 2.1Describe the concept of point estimation. Understand
MO 2.2 Describe the desirable properties of a good estimator. Understand
MO 2.3 Obtain the confidence interval for mean and proportion | Apply

from a large sample.

MODULE 11l | MO 3.1 Describe the basic concepts of testing of hypothesis. Understand
MO 3.2 Define simple and composite hypotheses with Remember
examples.

MO 3.3 Explain the procedure of testing a statistical hypothesis. | Understand
MO 3.4 Describe the types of errors in testing of hypothesis.

MO 3.5 Describe the level of significance. Understand
Apply
MODULE IV | MO 4.1 Carryout the test for mean of a population and Analyse
equality of means of two populations.
MO 4.2Carryout the test for proportion of a population Analyse

and equality of two proportions.

MODULE V | MO 5.1 Carryout the test for mean of a population and equality | Analyse
means of two populations.
MO 5.2 Carryout the paired t test.

MO 5.3 Carryout the chi-square test of variance. Analyse
MO 5.4 Carryout the F- test of equality of variances. Analyse
Analyse
MODULE VI | MO 6.1 R functions: random sampling, standard and sampling | Apply
(only for distributions, and fitting of distributions.
practical
exam)

Course content

Module I: Sampling distributions: Parameter, statistic, sampling distribution, distribution of
sample mean, chi-square, Student’s t and Snedecor’s F distributions (definitions and statistics
following these distributions without derivations), uses, inter-relationships. Central limit
theorem (statement only)

Module IlI: Estimation: Point estimation- estimator, estimate, desirable properties of good
estimator, method of moments, interval estimation- confidence interval for mean and
proportion for large samples.

Module I11: Testing hypothesis: Statistical hypothesis- null hypothesis, alternate hypothesis,
simple and composite hypothesis, decision problem in testing hypothesis- type of errors and
level of significance, p-value (concept only).

Module 1V: Large sample test: One sample test for mean, test of equality of means of
independent samples, test of proportion for one sample, test of equality of proportions.

Module V: Small sample tests: One sample test for mean, test of equality of means of
independent samples, paired t-test, chi-square test for variance, F-test for equality of
variances.




Module VI: For practical examination only: random sampling, standard and sampling
distributions, and fitting of distributions. Practical Sheets 8 — 10.

Semester IV
Course - IV
ST 1431.3 Statistical Techniques for Geography
Course Outcomes
On completion of the course, the students should be able to:

CO 1 : Explain the concepts of non- parametric inference, its advantages and limitations
along with the application of chi-square distribution in testing good ness of fit and
independence of attributes.

CO 2: Describe the test procedure for one sample non parametric tests (median) such as sign
test, Wilcoxon signed rank test, KS test and run test for randomness.

CO3: Describe the testing procedure for two sample non parametric tests (equality of
medians) such as median test, Mann-Whitney U test, Run test, KS test.

CO4: Discuss the concept of ANOVA and to illustrate the testing procedure for one way
ANOVA and two- way ANOVA.

CO 5: Description about the testing procedure of Kruskal Wallis test (nonparametric
analogue of one -way ANOVA.)

CO6: Explain the concepts of various point patterns and area patterns along with description
about quadrat analysis, contiguity test and auto correlation structure.

COT: Practical based on R software to test various hypotheses problems.

Module Outcomes

SIL.No Outcomes Taxonomy Level

Module 1 MO 1.1: Explain the concept of non- parametric Understand
inference and its merits and limitations.

MO 1.2: Carry out Chi-square test of good ness of fit

Analyse
MO 1.3: Carry out Chi-square test of
independence/association/homogeneity Analyse
Module 11 MO 2.1: Describe about one sample non parametric Understand

tests




MO 2.2: Discuss various statistical tests such as sign Understand

test, Wilcoxon signed rank test, KS test, run test for

randomness.

MO 2.3: Carry out one sample non parametric tests Analyse
Module I11 MO 3.1: Explain two sample non parametric test Understand

MO 3.2: Discuss two sample non parametric tests such | Understand

as Median test, Mann Whitney U test, run test, KS test.

MO 3.3: Perform two sample non parametric tests.

Analyse

Module IV MO 4.1: Discuss the concept of ANOVA Understand

MO 4.2: Description about one way ANOVA and two- | Understand

way ANOVA

MO 4.3: Carry out one- way ANOVA and two- way

ANOVA Analyse

MO 4.4: Perform Kruskal Wallis test Analyse
Module V MO 5.1: Introduce point pattern and discuss various Understand

point patterns (random and systematic patterns)

MO 5.2: Explain area patterns such as Lattice pattern,

regular and irregular patterns. Understand

MO 5.3: Description about quadrat analysis, contiguity

test and spatial data. Understand

MO 5.4: Discuss auto correlation structure, definitions | \jnderstand

of variogram and semi variograms
Module VI MO 6.1: Use R functions for various tests of Analyze
(only for hypotheses.

Practical exam)

Course content

Module I: Introduction to non-parametric inference, its advantages and disadvantages, Chi
square test of goodness of fit (binomial and Poisson distributions), Chi-square test of
independence/association/homogeneity. (concepts and problems only,

required).

Module Il: One sample non parametric tests: sign test, Wilcoxon’s signed rank test,
Kolmogorov-Smirnov test, run test for randomness (concepts and problem only. Derivation

not required)
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Module I11: Two sample non parametric tests: median test, Mann-Whitney U test, run test,
Kolmogorov -Smirnov test (concepts and problems only. Derivation not required)

Module 1V: Analysis of variance: one way ANOVA, two- way ANOVA, Kruskal Wallis test
(concepts and problem. Derivations not required)

Module V: Point patterns: random and systematic point patterns, quadrat analysis; area
pattern: lattice patterns- regular and irregular (elementary level), contiguity test (only for
regular pattern at elementary level), concept of spatial data, auto correlation structure,
definitions of variograms, semi-variograms

Module VI: Practical problems using R (for practical examination only). Tests of hypotheses,
one way and two way ANOVA. (Practical Sheets 11 and 12)

References:

1. Ebson, D., Blackwell, B (1977). Statistics in Geography- A Practical Approach

2. Gupta S.C and Kapoor, V.K. (1990). Fundamentals of Mathematical Statistics,

Sultan Chand and Sons, New Delhi.

3. Gupta S.P (2004). Statistical Methods, Sultan Chand and Sons, New Delhi.

4. Silk, J (1979). Statistical Concepts in Geography, George Allan and Unwin,

London.

5. John E Freund and Ronald E Walpole (1982). Mathematical Statistics, 4™ Edition,

Prendice Hall

6. Medhi J (2000) Statistical Methods- An introductory text, New Age
International (P) Ltd, New Delhi

7. Murray R Spiegel and Larry J Stephen (1998). Statistics,IV th Edition, Schaums

outline series, Mc Graw Hill Education (Pvt Ltd), India.

8. Murray R Spiegel. Larry J Stephen (1 998). Theory and problems of Statistics,

Schaums outline series, Mc Graw Hill Education (P) Ltd, India.

9. Saroj K Paul (1982) Statistical techniques: A basic approach in Geography, Tata
McGraw Hill Education.
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Semester IV
Course - V
ST 1432.3 Practical using R

Any standard version of R in any operating system can be used. The Record book is
mandatory to appear for the Practical examination and the Record book should contain
following Practical sheets based on Module VI of Courses ST1131.3 to ST1431.3. Minimum
number of questions covering all functions/methods given therein must be included in each
practical sheet along with their R codes, outputs and interpretations / conclusions.

Practical Sheet - 1: Data Typesin R

Basics of vector, matrix and data frame, basic functions — c( ), sequence( ), scan( ), factor( )
table( ), and cut().

Minimum number of questions — 12
Practical Sheet - 2: Frequency Tables

Forming ungrouped and grouped frequency tables with raw data using table and cut
functions.

Minimum number of questions — 5
Practical Sheet - 3: Graphical Methods

Simple bar plot, multiple bar plot (side by side and subdivided), pie chart, histogram, scatter
plot, plot function and lines function.

Minimum number of questions - 8
Practical Sheet - 4: Measures of Central Tendency

Descriptive measures: sum, sort, min, max, length, mean, median, mode (using sort and
table).

Minimum number of questions - 10

Practical Sheet - 5: Measures of Dispersion

Range, IQR, quartile deviation, sd, var, coefficient of variation, summary.
Minimum number of questions - 10

Practical Sheet - 6: Correlation and Regression

Computation of covariance for a bivariate data using cov(), Pearson’s and Spearman’s
correlation coefficient using cor(). Linear regression models: fitting using Im(), prediction
from fitted model.

12



Minimum number of questions - 6

Practical Sheet - 7: Curve Fitting

Fitting of a straight line, y = ax? + bx+c,a = 0; y = ae™, where a,band care real constants.
Minimum number of questions — 5

Practical Sheet - 8: Random Sampling and Standard Distributions

SRSWOR and SRSWR using sample(). Binomial, Poisson, normal— The d, p and r functions,
the scale function, evaluation of probabilities using these functions. Random number
generation.

Minimum number of questions - 12
Practical Sheet - 9: Fitting of Distributions
Fitting of binomial, Poisson and normal distributions.

Minimum number of questions - 3

Practical Sheet - 10: Sampling Distributions

Chi-square, t and F distributions - The d, and p functions, evaluation of probabilities using
these functions.

Minimum number of questions - 8
Practical Sheet - 11: Testing of Hypothesis

Testing of hypothesis: prop.test (one sample and two sample), t.test (one sample, two
sample, and paired), chi squared tests (goodness of fit, and independence of attributes). F test
for equality of variances.

Minimum number of questions - 8
Practical Sheet - 12: Analysis of Variance
Analysis of Variance: One way anova and two way anova with one observation per cell.

Minimum number of questions — 4

References:

1. Dalgaard, P.(2008). Introductory Statistics with R, Springer, New York.
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2. Kerns, G J. (2010). Introduction to Probability and Statistics using R. ISBN-10 :
0557249791

3. Lander J. P. (2017). R for everyone 2/e. Addison-Wesley Professional, U. S.

4. Michael J. Craley (2013). The R Book, 2/e, Wiley, New York.

5. Purohit, S. G., Deshmukh, S.R., & Gore, S. D. (2008). Statistics using R. Alpha
Science International, United Kingdom.

Web Resources:

1. https://cran.r-project.org

2.https://cran.r-project.org/manuals.html

3.https://www.r-project.org/other-docs.html

4. https://journal.r-project.org/

5. https://www.r-bloggers.com

14


https://cran.r-project.org/
https://cran.r-project.org/manuals.html
https://www.r-project.org/other-docs.html
https://www.r-bloggers.com/

UNIVERSITY OF KERALA
FIRST DEGREE PROGRAMME UNDER CBCSS
Revised Scheme and Syllabi in Outcome-Based Education Mode of
Complementary Statistics for Economics Core
(with effect from 2022 Admission)

The goal of the syllabus is that students understand statistics by using it effectively in
real life situations. It is aimed that students acquire experience of the application of
statistical methods to analyze data and get acquainted with situations where statistical
thinking is helpful. Emphasis is given to practical-data collection and use of
appropriate statistical tools to analyze them. Numerical problem solving using
scientific calculators is also included in the ESE of Courses I, I, Ill & IV. ESE of
Courses 1, I, 11l, & IV will be of 3 hours duration and have questions from all
modules. Courses | & 11 will be of 2 credits each, 111 & IV will be of 3 credits each.

Course Structure:

@ > 4 — g g > %
g S g R - =
|52 : |28 B2 8% g8 |zg
" = 2 318 |g
I ST1131.4 3 2 54 3 20 80
Statistics-I
[ ST1231.4 3 2 54 3 20 80
Statistics-11
1 ST1331.4 3 3 54 3 20 80
Statistics-111
\V/ ST1431.4 3 3 54 3 20 80
Statistics-1V




Complementary Course to First Degree Programme for Economics

SEMESTER: I
COURSE CODE: ST 1131.4
COURSE TITLE: STATISTICS -1

Credits: 2; Hours/week: 3

Course outcomes
On completion of the course, the students should be able to:
CO.1: Explain origin and history of Statistics

CO.2: Explain the functions and objectives of NSO and other Statistical

Organizations
CO0.3: Plan and execute small research investigations
CO.4: Apply various methods of collecting primary and secondary data

CO.5: Use various data visualization methods (diagrams and graphs)

SI. No: Outcomes Taxonomy
_ Level
On completion of each module, students should be able to:
MO 1.1:Explain origin and development of Statistics Understand
MO 1.2:Describe importance of Statistics in various fields | Remember
MODULE 1
MO 1.3:Explain descriptive and inferential statistics in the | Remember
analysis of data Remember
MO 1.4:Describe Misuse of Statistics by non-statisticians | Understand
MO 2.1:Describe Indian Statistical System Understand
MO 2.2:Describe functions and activities of MOSPI Understand
MODULE 2
MO 2.3:Describe functions and objectives of NSO Understand
MO 2.4:Explain activities of Department of Economics
and Statistics, Government of Kerala Understand




MO 3.1:Distinguish Primary and Secondary data Understand
MO 3.2:Define Nominal, Ordinal, Interval and Ratio scales | Remember
MODULE 3
MO 3.3:Build questionnaires and schedules for Create

investigation
MO 3.4:Describe census and sampling Understand
MO 3.5:Define and illustrate probability and non- Understand

probability sampling methods

MO 4.1:Define classification and tabulation Remember
MODULE 4 | MO 4.2:Distinguish ungrouped and grouped frequency Analyze
distributions

MO 4.3:Construct relative and cumulative frequency tables | Apply

MO 4.4:Construct frequency tables from raw data Apply
MO 5.1:Construct various diagrams and graphs Apply
MODULE 5 | MO 5.2:Apply diagrams and graphs to represent Apply

economic data

MO 5.3:Determine median from ogives Evaluate

Course content
Module |

Origin and development of Statistics: Origin and history of Statistics, various
definitions of Statistics in ‘plural’ and ‘singular’ sense, Statistical methods,
Descriptive Statistics, Inferential Statistics, Applied Statistics, importance and scope
of Statistics, functions, limitations and misuse of Statistics, applications of Statistics in
the field of Economics.

Module 11

Brief introduction to Indian Statistical System: Overview of Indian Statistical System,
objectives and functions of National Statistical Office (NSO), Directorate of
Economics and Statistics under Government of Kerala, Statistical activities carried out
by various reputed departments under Central/State Governments, overview of
Ministry of Statistics and Programme Implementation (MOSPI),




Module 111

Methods of data collection: Nominal, ordinal, interval and ratio scales, primary data
and secondary data, Methods of collecting primary data along with its merits and
demerits, sources of secondary data, scrutiny of secondary data, census and sample
surveys, advantages and limitations of sampling, Selection of sample using simple
random sampling, stratified random sampling, systematic sampling, cluster sampling,
multistage sampling (procedure with examples only and no need of estimation),
convenient sampling, purposive sampling, judgement sampling, quota sampling,
snowball sampling (definitions and examples only)

Module IV

Classification and tabulation: Classification and tabulation, types of classification,
types of tabulation, frequency distribution and frequency table, tally marks, discrete
and continuous frequency distribution, relative frequency table, cumulative frequency
table, uses, merits and demerits of frequency tables.

Module V

Diagrams and graphs: Diagrammatic and graphical representation of data, different
types of bar diagram, pie-diagram, cartogram, pictogram, histogram, frequency
polygon, frequency curve, relative frequency curve, ogives, methods of finding
percentiles from ogives

REFERENCES:

1. B.L. Agarwal (2017). Programmed Statistics, New Age International
Publishers, New Delhi,

2. Elhance D.N., Veena Elhance and B.M. Agarwal (2018). Fundamentals of
Statistics, Kitab Mahal Publications, New Delhi.

3. S.P. Gupta (2019). Statistical Methods, Sultan Chand & Sons, New Delhi

4. S.C.Gupta and V.K.Kapoor (2021). Fundamentals of Mathematical Statistics,
Sultan Chand & Sons, New Delhi

5. Goon, Gupta, Das Gupta (2016). Fundamentals of Statistics, The World Press

6. Basic Statistics relating to Indian Economy (CSO Publication) 1990

7. Statistical System in India (CSO Publication), 1995.
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Complementary Course to First Degree Programme for Economics

SEMESTER: I
COURSE CODE: ST 1231.4
COURSE TITLE: STATISTICS-II

Credits: 2; Hours/week: 3

Course Qutcomes

On completion of the course, students should be able to:
CO.1: Calculate the various measures of central tendency, dispersion, partition values,
percentile rank and skewness.

CO.2: Articulate the concept of kurtosis and calculate the coefficient of kurtosis.
C0.3: Construct Lorenz curve and comment on the variability of data sets.

CO.4: Locate partition values such as quartiles, deciles, percentiles graphically.

CO.5: Fit various curves to data sets.

Module Outcomes

Module Outcomes Taxonomy
On completion of each module, students should be able to: Level
Module 1. | MO 1.1 Calculate the Measures of central tendency. Apply
MO 1.2 Differentiate between the Evaluate
various measures of central tendency based on their
applications and uses.
Understand
MO 1.3 Articulate the merits and demerits of various measures of
central tendency.
MO 1.4 Compare two or more datasets based on average and Evaluate
comment on their performance.
Module: 2 | MO 2.1 Articulate concepts of Partition values- Quartiles, Understand
Deciles, Percentiles; Percentile Rank.
MO 2.2 Distinguish between the Partition values- Quartiles, Analyse
Deciles, Percentiles; Percentile Rank.
MO 2.3 Articulate the uses and applications of partition values. Understand
MO 2.4. Graphically locate the partition values for a given data set. Evaluate
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Module 3 | MO 3.1 Calculate the absolute measures and relative Apply
measures of dispersion.
MO 3.2 Describe the applications and uses of various Analyse
measures of dispersion.
MO 3.3 Compare two or more data sets using absolute and relative Apply
measures of dispersion.
MO 3.4 Construct Lorenz curve and make inference for the data sets. Apply
Module 4 | MO 4.1 Calculate absolute and relative measures of skewness for data | Apply
set and comment on the same.
MO 4.2 Define kurtosis and various types of kurtosis . Understand
MO 4.3 Calculate coefficient measure of kurtosis. Apply
MO 4.4 Compare the data sets using absolute and relative measures of Evaluate
skewness and coefficient of kurtosis.
Module 5 | MO 5.1 Explain the concept of Curve fitting and Principles of least Understand
squares.
MO 5.2 Apply least squares methods for fitting first degree and Apply
second degree polynomials.
MO 5.3 Apply least squares methods for fitting power curves and Apply
exponential curves.
MO 5.4 Fit the curves for the given data set. Evaluate

COURSE CONTENT

Module |

Measures of central tendency — Definition, Various measures of central tendency —

Arithmetic Mean, Median, Mode, Geometric Mean, Harmonic Mean, Properties, Uses,

Merits and demerits of various measures.




Module 11

Partition values — Quartiles, Deciles, Percentiles, Percentile Rank, Uses, Graphical

representation of partition values.

Module 111

Measures of dispersion — Definition, Absolute and relative measures of dispersion, Desirable
properties, Uses, Merits and demerits of various measures; Lorenz curve - Uses and

limitations.

Module IV

Skewness and Kurtosis: Skewness - Definition, Types of skewness, Absolute and relative
measures of skewness; Kurtosis — Definition, Types of kurtosis, Coefficient measure of

kurtosis (Moment measures of skewness and kurtosis not required).

Module V

Curve fitting and Principle of least squares — Fitting of first degree and second degree

polynomial, power curves and exponential curves.
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Complementary Course to First Degree Programme for Economics

SEMESTER: Il
COURSE CODE: ST 13314
COURSE TITLE: STATISTICS - 111

Credits: 3; Hours/week: 3

Course outcomes

On completion of the course, the students should be able to:

CO.1: Interpret the strength of relationship exists between economic variables

CO.2: Predict the value of a dependent variable using past data set

CO.3: Explain the association between two qualitative variables

CO0.4: Differentiate between coefficient of correlation and coefficient of association

CO.5: Define various simple and weighted price (quantity) index numbers
CO.6: Define the probability of uncertain events mathematically

CO.7: Define binomial, Poisson and normal distributions

SI. No: Outcomes Taxonomy
_ Level
On completion of each module, students should be able to:
MO 1.1:Plot the data on two variables in scatter diagram Remember
MO 1.2:Define linear relationship between two Remember
MODULE 1
guantitative variables
MO 1.3:Calculate the degree of linear relationship between | Apply
two variables
MO 1.4:Define relationship between qualitative variables | Remember
MO 1.5:Apply the concept of linear correlation in the Apply

analysis of Economic data




MO 2.1:Define regression

Remember

MOBULE 2 MO 2.2:Construct two regression lines Apply
MO 2.3:Use regression lines for prediction Apply
MO 2.4:Describe the need of two regression lines Understand
MO 2.5:Model relationship between two economic Analysis
variables for forecasting
MO 3.1:Define various types of associations Remember
MODULE 3 MO 3.2:Describe the various types of associations Understand
MO 3.3:Assess the degree of association mathematically Evaluate
MO 3.4:Calculate the missing frequencies in contingency | Evaluate
tables
MO 3.5:Define partial and illusory association Remember
MO 4.1:Define the concept of index numbers Remember
MODULE 4 | MO 4.2:Calculate simple and weighted index numbers Evaluate
MO 4.3:Apply tests for consistency of index numbers Apply
MO 4.4:Calculate the cost of living index number Evaluate
MO 4.5:Describe the limitations of index numbers Understand
MO 5.1:Define random and deterministic experiments Remember
MODULE 5 | MO 5.2:Define various types of events Remember
MO 5.3:Describe classical and frequency approaches to Understand
probability
MO 5.4:Define discrete and continuous random variables | Remember
MO 5.5: Define binomial, Poisson and normal distribution | Remember

Course content

Module |

Correlation Analysis: Linear Correlation, positive and negative correlation Scatter
diagram, Karl Pearson's coefficient of correlation, properties of correlation coefficient




(no derivation), probable error, Spearman's rank correlation including tied ranks (no
derivation)

Module 11

Regression Analysis: Simple linear egression, derivation of simple linear regression
equations using principle of least squares theory, regression coefficients and
properties (no derivation), point of intersection two regression lines, identification of
two regression lines, angle between two regression lines, standard error estimates.

Module 111

Association of attributes(dichotomous classification): Consistency of data, methods of
studying association - Yule's coefficient of association, coefficient of colligation,
Definitions of partial and illusory association

Module IV

Index Numbers: Index numbers, Price and quantity index numbers, Simple and
weighted index numbers, Laspeyre's, Paasche's, Marshall - Edgeworth's, Drobish
Bowley's, Fisher's and Kelly's index numbers, Time reversal, Factor reversal and
Circular tests, Consumer price index number.

Module V

Probability distributions: Random Experiment, sample space, events, simple and
composite events, exhaustive, mutually exclusive, equally likely and independent
events, classical definition of probability, frequency definition of probability, its
limitations; elementary properties of probability, addition theorem for two events,
concept of odds in favour of and against an event, concept of conditional probability
of two events, simple problems on probability, random variable; probability mass
function and probability density function (definition, properties and simple examples),
binomial distribution (PMF, mean and variance (no derivation), simple examples to
find binomial probabilities), Poisson distribution (PMF, mean and variance (no
derivation), real life examples of events following Poisson distribution, simple
problems to compute Poisson probabilities) and Normal distribution (PDF, mean and
variance (no derivation), important properties, simple examples to find area under
standard normal curve).
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Complementary Course to First Degree Programme for Economics
SEMESTER: IV
COURSE CODE: ST 1431.4
COURSE TITLE: STATISTICS-1V

Credits: 3; Hours/week: 3

Course Outcomes

On completion of the course, students should be able to:

CO. 1: Formulate hypothesis and identification of the appropriate methods of testing for a
given problem.

CO. 2: Differentiate between parametric and non parametric test and their applications in real
data.

CO. 3: Execute testing of significance of mean, proportion, difference between means,
difference between proportions in the case of a large sample.

CO. 4: Execute testing of significance of mean, difference between means, correlation
coefficient, variance in the case small samples.

CO. 5: Compute and interpret one-way Analysis of variance
CO. 6: Perform non-parametric test for given data set(s).

CO. 7: Understand the basic concepts and tools in time series analysis and apply it for a time
series data.
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CO. 8: Create graphical representation for measuring trend in a time series data.

Module Qutcomes

Module Outcomes Taxonomy
On completion of each module, students should be able to: Level
Module 1. | MO 1.1 Reciprocate the basic concepts used in testing of hypothesis. Understand
MO 1.2 Formulate hypothesis and identify the appropriate test statistic | Apply
for a given problem.
MO 1.3 State the interrelationship between Normal, Chi-square , tand | Remember
F statistic.
MO 1.4 Calculate Significance level and Power of the test. Evaluate
Module: 2 | MO 2.1 Recollect the test concerning significance of mean, Remember
proportion in the case of large sample.
MO 2.2 Recollect the test concerning significance of difference Remember
between means and difference between proportions
in the case of large samples.
MO 2.3 Carry out the test concerning significance of mean significance
of mean, proportion in the case of large sample taken from a Apply
population and interpret it.
MO 2.4. Carry out the test concerning significance of difference
between means and difference between proportions Apply
in the case of large samples, and interpret it.
Module 3 | MO 3.1 Recollect the test concerning significance of mean, Remember
correlation coefficient, variance in the case of small sample.
MO 3.2 Recollect the test concerning significance of difference Analyze
between means in the case of small samples.
MO 3.3 Carry out the test concerning significance of mean, correlation | Apply
coefficient, variance in the case of small sample taken from a
population and interpret it.
MO 3.4. Carry out the test concerning significance of difference
between means and difference between proportions Apply

in the case of large samples and interpret it.
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MO 3.5 Compute and interpret one — way analysis of variance .

. Apply
Module 4 | MO 4.1 Reckoning the concept of nonparametric test and Understand
nonparametric test procedures ( - Chi-square test
of goodness of fit, Chi-square test of independence of attributes,
Fisher’s exact test, Sign test, Wilcoxon’s signed rank test,
Mann-Whitney-Wilcoxon test, Kruskal Wallis test).
Apply
MO 4.2 Compute and interpret nonparametric test for the given data
set(s).
Apply
MO 4.3 Identify and apply Yate’s correction in Chi-square test
for a given problem.
Analyze
MO 4.4 Compare the application of various nonparametric test .
Module 5 | MO 5.1 Reckoning the basic concepts of time series analysis and Remember
visualizing time series data.
MO 5.2 Fitting of trend by Moving Average method, measurement Apply
of seasonal indices by Ratio-to-Trend , Ratio-to-Moving
Average.
MO 5.3 Graphically represent the trend in time series data by Create
applying principle of least squares method.
MO 5.4 Compare the merits and demerits of the methods used in Analyze

analysing trend and seasonal variations in time series data

COURSE CONTENT

Module |

Sampling Distribution and Testing of Hypothesis — Definition of Statistic, parameter,

sampling distribution and standard error, Examples of statistics following Chi- square, t and F

distributions, Relationship between Normal, Chi-square, t and F distributions, Concepts of

statistical hypothesis, Simple and composite hypothesis, Null and alternate hypothesis, One-

tailed and two-tailed tests, Type | and type Il errors, Size, Level of significance and power of

tests, p —value, Various steps involved in testing statistical hypothesis.
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Module 11

Large sample tests — Tests concerning significance of mean, difference between means,

significance of proportion, difference between proportions.
Module 111

Small Sample Tests: Tests concerning significance of mean, difference between means,
significance of correlation coefficient, Chi-square test of variance (with assumptions), One —

way analysis of variance.
Module IV

Non — parametric tests - Chi-square test of goodness of fit, Chi-square test of independence of
attributes, Yate’s correction, Fisher’s exact test, Sign test, Wilcoxon’s signed rank test (One
sample and paired sample), Mann-Whitney-Wilcoxon test (Two independent samples),

Kruskal Wallis test.
Module V

Time Series Analysis — Definition, Uses, Components of time series, Analysis of time series
— Measurement of trend — Graphic method, Method of semi-averages and method of curve
fitting by the principle of least squares; Measurement of seasonal variation — Ratio to trend

method, Ratio to moving average method; Merits and demerits of these methods.
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UNIVERSITY OF KERALA
FIRST DEGREE PROGRAMME UNDER CBCSS

REVISED SCHEME AND SYLLABI IN OUTCOME-BASED EDUCATION MODE

COMPLEMENTARY STATISTICS FOR BSc PSYCHOLOGY

OF

(with effect from 2022 Admission)

The goal of the syllabus is that students understand Statistics by using its methods
effectively in real life situations. It is aimed that students have experience of the
application of statistical methods to analyse data and get acquainted with situations
where statistical thinking is helpful. Emphasis is given to practical data collection and
use statistical tools to analyse them. Numerical problem solving using scientific
calculators is also included in the ESE of courses I, Il, Il and V. ESE of Courses I, II,
11 & IV will be of 3 hours duration and have questions from all modules. Courses | & 11
will be of 2 credits each and Courses 11 & IV will be of 3 credits each.

Course Structure:

Sem| Title of the Course Hrs/ | No. of Total | ESE Evaluation
Week | Credits | Hrs/Se | Duration| Weightage
L m CE ESE
| | ST1131.5: Statistical 3 2 o4 3hrs 20% | 80%
Methods for
Psychology |
Il | ST1231.5:Statistical 3 2 54 3hrs 20% | 80%
Methods for
Psychology Il
111 | ST1331.5:Statistical 3 3 54 3hrs 20% | 80%
Methods for
Psychology 111
IV | ST1431.5:Statistical 3 3 54 3hrs 20% | 80%
Methods for
Psychology IV




SEMESTER: |

COURSE CODE: ST 11315

COURSE TITLE: STATISTICAL METHODS FOR PSYCHOLOGY |

Course outcomes:

On completion of the course, the students should be able to:

CO.1: Explain the importance and functions of Statistics.

CO.2: Explain the concept of linear equations, ratios and theory of indices

CO.3: Describe different variables of measurements and scaling techniques.

CO.4: Explain different data types - primary and secondary data, different methods of

primary data collection.

CO.5: Explain the concept of census and sampling, different sampling techniques.

CO0.6: Design questionnaires and carry out surveys.

CO.7: Describe different methods of classification of data and present raw data using

frequency tables as well as appropriate diagrams and graphs

Sl. No: Outcomes Taxonomy
On completion of each module, students should be able to: Level
MOL1.1 Describe meaning, importance and functions of Understand
MODULE 1 Statistics.
MO 1.2 Discuss the concept of linear equations, theory of Understand
indices and ratios
MO 1.3 Describe different variables of measurements - Understand
qualitative, quantitative, discrete and continuous
MO 1.4 Define different scaling techniques-nominal, ordinal, Remember
interval and ratio scales
MO 2.1 Explain different data types - primary and secondary Understand

data and distinguish between the two.




MO 2.2 Describe different methods of collecting primary data.

Understand

MO 2.3 Explain sources of secondary data, precaution in the Understand
MODULE 2 use of secondary data.

MO 2.4 Prepare questionnaire and test reliability, validity and Apply

objectivity of it.

MO 3.1 Compare census and sampling methods Understand

MO 3.2 Explain advantages of sampling over census Understand
MODULE 3 A _

MO 3.3 Distinguish between random and non-random sampling | Understand

methods

MO3.4 Define simple random sampling, stratified sampling, Remember

systematic sampling, multi- stage sampling and cluster

sampling

MO 3.5 Explain merits and demerits of different sampling Understand

models.

MO 4.1 Describe different methods of classification Understand

MO 4.2 Prepare discrete and continuous frequency tables Apply
MODULE 4

MO 4.3 Define class limits, class boundaries and class mark. Remember

MO4.4 Prepare cumulative frequency tables and cumulative Apply

percentage frequency tables

MO 5.1 Explain different diagrammatic representations of data | Understand

like one-dimensional, two-dimensional, three-dimensional,
MODULE 5 )

pictograms and cartograms

MO 5.2 Sketch different diagrams like bar diagrams, pie Aopl

. pply
diagrams
MO 5.3 Visualise frequency distributions using histogram, Apply

frequency polygon, frequency curves and ogives.




Course Content
Module |

Meaning of Statistics, Functions of Statistics, Need and Importance of Statistics in
Psychology. Limitations of Statistics.

Prerequisites for studying Statistics - Essential Mathematical fundamentals - solving linear
equations, Theory of indices, Ratios.

Types of variables employed in measurements — discrete and continuous variable,
quantitative variables. Scale of measurement Nominal scale, Ordinal scale, Interval scale,
Ratio scale with suitable examples from Psychological data.

Module 11

Collection of Data: Primary data and secondary data, Choice between primary and secondary
data. Methods of collecting primary data, merits and demerits of different methods of
collecting primary data, Sources of secondary data, Precaution in the use of secondary data.
Testing reliability, validity and objectivity of questionnaire.

Module 111

Census and sampling method. Methods of sampling — Random sampling and Non-random
sampling, Stratified sampling, systematic sampling, Multi stage sampling, Cluster sampling.
Selection of appropriate sampling method, Merits and demerits of different sampling
methods.

Module IV

Classification and Tabulation: Meaning and objective of classification, Type of
classification-  geographical  classification,Chronological  classification, quantitative
classification .

Tabulation of data, Formation of discrete and continuous frequency distribution. Class limits,
class boundaries, class mark, raw data, ungrouped and grouped data. Cumulative
frequencydistribution, cumulative percentage frequency distribution

Module V

Diagrammatic Representations - Bar diagrams, types of Bar diagrams, Pie diagram,
Pictograms and cartograms. Graphical representations: Histogram, Frequency polygon,
frequency curve, Ogives.
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SEMESTER: 1
COURSE CODE: ST 1231.5
COURSE TITLE: STATISTICAL METHODS FOR PSYCHOLOGY 11

Course outcomes

On completion of the course, the students should be able to:

CO.1: Explain central tendency and properties of good averages

CO.2: Calculate mean, median and mode

CO. 3: Identify median and mode graphically

CO. 4: Calculate percentiles, percentile ranks, quartiles and deciles

CO. 5: Calculate Range, Mean deviation, Quartile deviation and standard deviation.
CO. 6: Compare different measures of variability.

CO. 7: Calculate Karl Pearson’s measure of skewness, Bowley’s coefficient of skewness and

measure of kurtosis.



CO. 8: Calculate probabilities associated with simple numerical problems using classical

definition and addition theorem of probability.

Sl. No: Outcomes Taxonomy

On completion of each module, students should be able to: Level

MO 1.1 Explain central tendency Understand
Module 1 MO 1.2 Explain the properties of a good average Understand

MO 1.3 Calculate arithmetic mean, median and mode. Apply

MO 1.4 Determine median and mode graphically Apply

MO 2.1 Calculate percentiles, percentile rank Apply
Module 2 MO 2.2 Calculate quartiles and deciles Apply

MO 3.1 Explain variability Understand
Module 3 MO 3.2 Explain properties of a good measure of variability Understand

MO 3.3 Calculate Range, Mean deviation, Quartile deviation Apply

and standard deviation

MO 3.4 Compare different measures of variability. Analyse

MO 3.5 Calculate coefficient of range, coefficient of quartile

deviation and coefficient of variation Apply

MO 4.1 Explain Skewness and Kurtosis. Understand
Module 4 MO 4.2. Calculate Karl Pearson’s measure of skewness, Apply

Bowley’s coefficient of skewness and measures of kurtosis for

raw data (Moment measures of skewness and kurtosis not

required)

MO 5.1 Explain concepts of set theory and set operations Understand

MO 5.2 Explain elementary concepts of probability, random




experiment, sample space and events. Understand

Module 5 MO 5.3 Make use of classical definition of probability and

addition theorem (2 events) to calculate probabilities associated Aol
o . pply
with simple numerical problems

Course content

MODULE I

Meaning and importance of measures of central tendency, Properties of a good average,
simple arithmetic mean, mean and weighted mean, arithmetic mean, computation of
arithmetic mean for raw, ungrouped and grouped data. Computation of median from raw,
ungrouped and grouped data. Computation of mode from raw, ungrouped and grouped data.
Graphical determination of median and mode, when to use mean, median and mode.

MODULE 11

Percentiles, quartiles and deciles. Computation of percentiles, quartiles and deciles. Percentile
rank: definition, computation and utility of percentile and percentile rank.

MODULE I11

Meaning and importance the measure of variability, properties of good measure of variability.
Range, Mean deviation, Quartile deviation, standard deviation: computation and use.
Comparison of different measures of variability. Relative measure of variation-coefficient of
range, coefficient of quartile deviation, coefficient of variation, computation and use, when to
use various measures of variability.

MODULE IV

Skewness — definition, measures of skewness — Karl Pearson’s coefficient of skewness,
Bowley’s coefficient of skewness. Kurtosis, measures of kurtosis. Simple numerical
problems for raw data only. (Moment measures of skewness and kurtosis not required).

MODULE V

Basic concepts of set theory, set operations, probability — random experiment, sample space,
event, different types of events. Classical and frequency definition of probability. Addition
theorem, independent of events, simple problems.
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SEMESTER: 11

COURSE CODE: ST 1331.5
COURSE TITLE: STATISTICAL METHODS FOR PSYCHOLOGY 11

Course outcomes
On completion of the course, the students should be able to:

CO.1: Explain the concept of correlation anddifferent methods of finding correlation like

scatter diagram, correlation coefficient.

CO0.2: Describe properties of correlation coefficient and solve numerical problems.
CO0.3: Describe concept of regression analysis, properties of regression coefficients
CO0.4: Explain the concept of association, dissociation and independence of attributes.

CO.5: Describe the concept of random variables-both discrete and continuous, basic concepts

and definitions of probability density function and distribution function.



CO.6: Define standard distributions - Binomial and Poisson distributions and derive mean

and variance

CO.7: Explain normal probability curve and its characteristics .

C0.8: Compare standard scores like z-score, t-score and stanine score.

SI. No: Outcomes Taxonomy
. Level
On completion of each module, students should be able to:
MO1.1 Describe the significance of correlation. Understand
MO 1.2 Define different types of correlation like linear, non-
MODULE1 | o
linear, direct, inverse. Remember
MO 1.3Explain correlation using scatter diagram
MO 1.4 Define Pearson’s correlation coetficient and describe Understand
its properties. Understand
MO 1.5Calculate Pearson’s correlation coefficient and
Spearman’s rank correlation coefficient Apply
MO 2.1 Explain the concept of regression equations. Understand
MO 2.2 Derive angle between regression lines. Understand
MODULE 2
MO 2.3 Describe properties of regression coefficients. Understand
MO 2.4 Derive relation between correlation coefficient and
regression coefficients Apply
: : - Apply
MO 2.5 Explain regression and prediction
MO 3.1 Describe the concept of association, dissociation , Understand
independence of attributes and consistency of data
MODULE 3 _ o
MO 3.2 Compare correlation and association Understand
MO 3.3 Describe different methods of studying association like | Understand
coefficient of association and coefficient of colligation
MO 3.4 Solve simple numerical problems on association Apply
MO 4.1 Define random variables-discrete and continuous Remember




MO 4.2 Explain the concept and properties of probability

density function and distribution function. Understand
MODULE 4

MO 4.3Solve simple problems of discrete random variables Apply

MO 4.4 Define Binomial and Poisson distributions. Remember
MO 4.5 Derive mean and variance of Binomial and Poisson

. Understand
distributions
MO 4.6 Solve simple numerical problems of Binomial and Apply

Poisson distributions

MO 5.1 Define Normal curve in terms of skewness and kurtosis | Remember

MODULE 5 MO 5.2 Describe the characteristics of normal curve Understand
MO 5.3 Solve numerical problems using Normal tables. Apply
MO 5.4 Define standard errors of measurement. Remember
MO5.5 Define Standard scores — Z-score, T-Score, Stanine
Remember

SCore.

Course content
Module |

Correlation Analysis - Significance of the study of correlation, Types of correlation- Linear,
Nonlinear correlation, Direct and inverse. Methods of studying correlation: Scatter diagram
method, Karl Pearson’s coefficient of correlation, Properties of coefficient of correlation,
Spearman’s rank correlation coefficient (No derivations). Numerical problems

Module 11

Significance of the study of regression, difference between correlation and regression
analysis. Regression equations - Regression equation of Y on X, Regression equation of X on
Y. Regression coefficients, Properties of regression coefficients, Relation between correlation
coefficient and regression coefficients. Regression and prediction.

Module 111

Difference between Correlation and Association, Consistency of data, Association and
Disassociation, Methods of studying Association: Yule’s coefficient of association,
Coefficient of colligation. Simple numerical problems
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Module IV

Random variable, Discrete and continuous random variable, Probability mass function,
probability density function, Probability Distributions- Basic concepts, definitions and
properties. Problems on discrete random variables. Standard distributions: Binomial, Poisson-
definition, Derivation of mean and variance only. simple problems.

Module V

Normal curve — in terms of skewness and kurtosis, Characteristics and applications. Use of
the table of Normal curve, Examples of applications of the normal curve. Concept of standard
errors of measurement. Standard scores — Z-score, T-Score, Stanine score, Converting raw
scores into comparable standard normalized scores.
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SEMESTER: IV
COURSE CODE: ST 1431.5
COURSE TITLE: STATISTICAL METHODS FOR PSYCHOLOGY IV

Course outcomes
On completion of the course, the students should be able to:
CO.1: Define parameter, statistic, standard error, sampling distributions.
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CO.2: Explain chi-square, student's-t and F-statistics and inter relationship between chi-

square, t and F distributions.

CO. 3: Make use of tables of student’s t, chi square and F distributions.

CO. 4: Calculate interval estimators for mean of normal population

CO. 5: Calculate interval estimators in numerical problems associated with mean of Normal

distribution.

CO. 6: Carry out some parametric and non parametric tests of hypothesis.

MODULE OUTCOME
SL. NO Outcomes Taxonomy
On completion of each module, students should be able to: Level
MO 1.1 Define parameter, statistic, standard error, Remember
Module 1 sampling distributions, Standard error of sample
mean
MO 1.2 Explain chi-square, student's-t and F-statistics and Understand
inter relationship between chi-square, t and F
distributions.
Apply
MO 1.3 Make use of tables of chi square t and F
distributions. Understand
MO 1.4 Explain basic concepts of point and interval
estimation
MO 1.5 Calculate interval estimators in numerical Apply
problems associated with mean of Normal distribution.
MO 2.1 Explain the basic concepts of testing of statistical | Understand
Module 2 .
hypothesis
MO 2.2 Calculate size and power of test in simple | Apply
problems on discrete cases.
MO 3.1 Carry out large sample tests of significance of | Apply
Module 3 . .
mean, proportion, difference between two means and
difference between two proportions.
MO 3.2 Carry out chi square tests of independence of
y q p Apply

attributes and goodness of fit.
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MO 3.3 Define coefficient of contingency Remember

MO 4.1 Carry out small sample tests of the significance of

Module 4 mean and difference between two means in normal Apply
population(s)
MO 4.2 Carry out paired t test Apply
MO 4.3 Carry out test for significance of correlation Apply
coefficient.
MO 5.1 Explain non- parametric tests Understand
Module 5

MO 5.2 Carry out sign test, Wilcoxon’s matched pair
signed rank test, Wald-Wolfowitz run test, Mc-Nemar test | Apply

Course content
Module |

Statistical inference: Parameter, statistic, standard error, sampling distributions, sampling
distribution of sample mean (without proof), chi-square, student's-t, F-statistics-definitions,
inter relationship between chi-square, t and F statistics, Estimation theory-point and interval
estimation (basic concepts, definition only), interval estimation problems based on Normal
and t distributions.

Module 11

Testing of hypothesis: Procedure of testing of hypothesis, Null and alternative hypothesis,
Two types of errors, significance level, power of test, P value, Two tailed and one tailed tests
of significance, simple problem on discrete case only.

Module 111

Large sample tests: testing the significance of mean, testing the significance of difference
between two means, testing significance of proportion, testing significance of difference
between two proportions. Chi-square tests- testing independence of attributes, coefficient of
contingency, testing of goodness of fit.
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Module IV

Small sample tests: testing the significance of mean of normal distribution, testing the
significance of difference between means of two normal populations, paired-t tests, testing
correlation coefficient.

Module V

Non- parametric tests: when to use parametric and non- parametric tests, Sign test,Wilcoxon's
matched pair signed rank test, Wald-Wolfowitz Run test, Mc-Nemer test, Simple problems
(for problems table value to be provided in the question paper).
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	Module II Neymann– Pearson’s approach of test of hypothesis, Neymann– Pearson’s lemma (Without proof), most powerful test, uniformly most powerful test, derivation of test using Neyman Pearson’s lemma for mean and variance of a normal population, the ...
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	Module II Test on index numbers-factor reversal test, time reversal test, circular test, chain Index numbers-base shifting, splicing and deflating of index numbers. Consumer price index number.
	Module III Time Series: concepts of time series, components of time series-additive and multiplicative models, estimation of components-measurement of trend using graphical, semi-average and moving average methods, method of least squares.
	Module IV Measurement of seasonal variation using method of simple averages- ratio to trend method, ratio to moving average method, method of link relatives.
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	Module I: Sampling distributions: Parameter, statistic, sampling distribution, distribution of sample mean, chi-square, Student’s t and Snedecor’s F distributions (definitions and statistics following these distributions without derivations), uses, in...
	Module II: Estimation: Point estimation- estimator, estimate, desirable properties of good estimator, method of moments, interval estimation- confidence interval for mean and proportion for large samples.
	Module III: Testing hypothesis: Statistical hypothesis- null hypothesis, alternate hypothesis, simple and composite hypothesis, decision problem in testing hypothesis- type of errors and level of significance, p-value (concept only).
	Module IV: Large sample test: One sample test for mean, test of equality of means of independent samples, test of proportion for one sample, test of equality of proportions.
	Module V: Small sample tests:  One sample test for mean, test of equality of means of independent samples, paired t-test, chi-square test for variance, F-test for equality of variances.

